Forced field ionization of Rydberg states for the production of monochromatic beams
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We study Rydberg ionization in an electric field in order to produce monochromatic ion and electron beams. We present an experimental study of the photoexcitation and ionization of high quantum-defect states, using excitation from the 7s state in cesium to Rydberg states in the presence of a uniform electric field. Such states can exhibit complex ionization behavior, for instance, highly localized growth in the ionization rate due to interference effects. The data are well reproduced by the WKB quantum-defect and frame transformation methods with no adjustable parameters. This indicates that large changes in the Rydberg ionization rate from small changes in electric field are possible when a nearly stable state crosses a more unstable state. A fast variation of the ionization rate with electric field allows for the production of beams with very low energy dispersion. We develop a simple two-level model to predict the voltage and spatial resolution that would occur when atoms are prepared in a state with such sharp ionization in electric field. This confirms that Rydberg forced ionization in an electric field presents a pathway for the production of high-brightness, highly monochromatic ion and electron beams.
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I. INTRODUCTION

Direct ionization or excitation of atoms has been used previously to produce monochromatic ion and electron beams [1–7]. We proposed in Ref. [8] a method for the production of highly monochromatized charged beams via excitation of Rydberg states in an atomic beam. The fundamental idea is to excite atoms from an atomic beam which will then enter an electric-field ionization region where they will be ionized. Ideally, all ions or electrons will be produced at the same voltage, leading to a monochromatic beam. For instance, a hypothetical \( v \approx 100 \text{ m/s} \) beam entering a region where the ionization rate rises abruptly to \( \Gamma \approx 10^5 \text{ s}^{-1} \) will produce an ionization region of only \( \sim 0.1 \text{ \mu m} \). This value is well below what is achievable by direct focused laser photoionization (typically \( > 1 \text{ \mu m} \)). In this article we present detailed theoretical and experimental results towards the realization of this idea by studying the ionization of Rydberg states in electric fields.

We first present a simple two-level model, valid for nonhydrogenic states with small quantum defects. It describes the basic physical process of stable states becoming unstable via a coupling to the continuum, as the electric field is modified. This allows us to extract general relations between the beam velocity, the ionization rate, the electric field gradient, and the energy dispersion of the final produced beam.

Secondly, we experimentally study the ionization of Cs Rydberg atoms for \( n \approx 25 \) near the classical field ionization threshold for a field strength of \( F \approx 800 \text{ V/cm} \). Due to the large quantum defect, the coupling between the stable and unstable states is more complex, and the experimental spectrum is compared to more elaborate multichannel quantum-defect theories [9,10]. Finally, we identify states that appear suitable for the production of monoenergetic ion or electron beams.

Figure 1 illustrates a possible realization of the scheme proposed in Ref. [8]. An atom is excited to a stable atomic state; then, due to the velocity \( v \) of the atomic beam, the atom will reach, at \( z = z_c \), a “crossing” field \( F_c \) where it becomes unstable, resulting in ionization. If the ionization occurs instantaneously, all ions and electrons will be produced in the exact same field environment and hence the formed beam will be monochromatic. Following previous work on Rydberg ionization in a beam traveling through an inhomogeneous field [11], we have recently excited a Cs beam to Rydberg states and have already demonstrated a higher ion yield compared to direct photoionization and an energy spread of the order of 1 eV, well below the 5 eV of commercial ion sources [12]. One of the goals of this article is to present a study of precision spectroscopy of Cs Rydberg states that may improve this result in the near future.

It is beyond the scope of this article to deal with the space-charge problem or electric field inhomogeneity, both of which can increase the energy dispersion of the beam. Some of these aspects have already been investigated in Ref. [8]. For example, states in the range \( n \approx 25–35 \) seem to be a good compromise between low \( n \) with smaller space-charge effects but larger energy dispersion, and high \( n \) with larger space-charge effects but smaller energy dispersion.

For simplicity we assume in this article that a one-dimensional beam propagates on axis with constant velocity. The ionization probability following the excitation of a single atomic state at time \( t_0 \) (adiabatic assumption) can be calculated using the formula

\[
P(z = z_c + u t) = 1 - e^{-\int_{t_0}^{t} \Gamma(F(z_c+u t')) d t'},
\]

where \( \Gamma(F) \) is the ionization rate at a given field \( F \). For a constant field gradient \( \frac{dF}{dz} \) the formula (1) becomes

\[
P[F(z)] = 1 - e^{-\frac{1}{z_c} \int_{F(z_c)}^{F(z)} \Gamma(F') dF'},
\]

from which we can extract the important considerations that a rapid variation of \( \Gamma(F) \) in electric field will help to produce a sharp variation of the ionization probability and thus produce a monochromatic beam.
Fig. 1. Principle of ion or electron beam production using sharp Rydberg forced field ionization. Electrons and ions are produced by laser excitation of Rydberg states that are then field ionized. (a) Stark diagram (binding energy levels versus electric field) showing the slow Rydberg evolution toward its field ionization in the $|m| = 2$ hydrogen case. (The ionization rate is contrast coded and the dipole transition strength from an s state is intensity coded.) (b) Sketch of the experiment: an atomic beam is laser excited and then enters an inhomogeneous field where it is field ionized. In the case of alkali atoms, the ionization will be strongly affected near the crossing due to the core induced interaction between the states.

The velocity depends on the source, with typical values of $v \approx 10$ m/s for a laser-cooled source, $v \approx 100–200$ m/s for a cryogenic beam, and $v \approx 200–2000$ m/s for a thermal or a supersonic beam. To give an order of magnitude in our numerical application we shall use $v = 100$ m/s.

In Ref. [8], using analytical formulas for hydrogen atoms [13,14], the $n \approx 30$ Rydberg state and an electric field gradient of $\frac{dF}{dr} \approx 1$ (kV/mm)/mm, which is compatible with our experimental setup, it was shown that a beam dispersion of $\Delta V \approx 0.1$ eV could be produced by a Rydberg forced field ionization occurring only in a micrometer spatial position. This energy dispersion is already better than any commercial electron or ion source.

Here, we proceed one step further by studying realistic models of state crossings (not necessarily adiabatic) that are valid for nonhydrogenic atoms, where the ionizing rate is not known a priori.

When several crossings are present, this can result in the mixing of amplitudes, producing interferences and multiple ionization thresholds [15–18]. The continuum itself can present sharp resonances due to reflection or interferences of waves above a potential barrier [17,19–21]. These effects may provide an interesting way to control the ionization. However, in order to get a simple physical picture we shall first restrict ourselves to a two-level isolated crossing such as in the zoomed part of Fig. 1(a) shown in Fig. 2(a).

II. SIMPLE FIELD IONIZATION MODEL

It is well known that the ionization of Rydberg states is different for hydrogen than for other atoms, such as the alkalis [17,22–24]. Indeed, alkali atoms typically ionize at the so-called classical field $F = 1/16n^4$ (in atomic units), where $n^* = n - \delta_l$ is the effective quantum number that is linked to the binding energy of the states in zero field $E = 1/2n^*$. Moreover, many of the Stark states of hydrogen with energies well above the classical ionization threshold can survive for times much longer than typical in an experiment. This is because the Hamiltonian for a nonrelativistic hydrogen atom in a uniform electric field separates in parabolic coordinates and the tunneling barrier is substantially different for different parabolic quantum numbers. As a shorthand, the hydrogenic states with substantially longer tunneling lifetimes will be referred to as “stable”.

The Hamiltonian of the valence electron of an alkali atom is that of hydrogen plus a perturbation due to core-polarization or spin-orbit effects: $H = H_{\text{hydrogen}} + V_c$. The atomic states are no longer the parabolic eigenstates $|n,n_1,n_2,m\rangle$ (that we shall henceforth denote $|n,n_1,m\rangle$, since $n = n_1 + n_2 + |m| + 1$) of the hydrogen atom in an electric field, since they are coupled...
by the presence of the core. This perturbation strongly modifies the ionization properties of nonhydrogenic atoms (or molecules) compared to hydrogen atoms, and as such we can expect cases with a much sharper variation of ionization with \( F \).

The simple picture shown in Fig. 2 explains ionization of a state \(|1\rangle\), a stable \(|n_1,n_2,m\rangle\) state in the hydrogen case. It becomes unstable due to its crossing and coupling with an unstable state, \(|2\rangle = |n',n'_2,m\rangle\). The coupling matrix element will be denoted \( V = \langle n',n'_2,m|V|n,n_1,m\rangle\). This type of field ionization is typical of alkali atoms with low quantum defects, such as studied in the case of sodium with \(|m| = 2\) [25].

This two-level model, a stable level coupled to an unstable level with a lifetime of \(1/\Gamma\), has been shown to accurately reproduce experimental data of Rydberg (auto-)ionization [11,25,26]. The effective Hamiltonian is

\[
H(t) = \begin{pmatrix}
E_1(t) & V \\
V & E_2(t) - i\hbar\Gamma/2
\end{pmatrix}.
\]  

(3)

Formulas to calculate the energy levels \( E_i(F) \) [27,28], the decay rate \( \Gamma(F) \) [13,28,29], and the coupling \( V \) [Eq. (A1)] can be used. The Schrödinger equation, the evolution of the state \( |\Psi(\psi) = a_1(t)|1\rangle + a_2(t)|2\rangle, \) can be solved using experimental parameters to realistically model how the field \( F \) varies in time. This model has been successfully compared to experimental data Rydberg forced field ionization rate [11].

For the sake of simplicity we shall assume a linear variation of the field, i.e., \( F(t) = \frac{dF}{dt}(z - z_c) + F_c \), as well as a linear variation of the energy levels. We also assume that near the crossing the coupling \( \Gamma \) can be taken as constant \( \Gamma = \Gamma(F_c) \). Important physical interpretations can be extracted from this so-called dissipative, decayed, or lossy Landau-Zener model:

\[
H(t) = \hbar \left( \frac{a t}{2\omega} \begin{pmatrix} 2\omega & \sqrt{2\omega} \\ \sqrt{2\omega} & \sqrt{2\omega} \end{pmatrix} \right),
\]

(4)

where \( E_1(t) - E_2(t) = \hbar at \) is linear in time, the coupling \( V = \hbar\omega \), and decay rate \( \Gamma \) are constants. This Hamiltonian can be simplified when using reduced dimensionless parameters: time \( t = t/\xi \), adiabaticity \( \xi = \omega \), and decay rate \( \beta = \beta/\Gamma \), where \( \xi = 1/\sqrt{2\omega} \). The Hamiltonian, for the evolution equation \( i\partial\sigma H_\sigma \Phi \) of the wave function \( \Phi(t) = \Psi(t) \) becomes

\[
H_\sigma(t) = \left( \begin{array}{cc} \tau/4 \\ \lambda \end{array} \right) - \left( \begin{array}{cc} \lambda \\ -\tau/4 - i\beta/2 \end{array} \right),
\]

(5)

which has been extensively studied [30–39]. The time evolution is simply given by the analytical continuation of the standard Landau-Zener problem (without decay). We are interested in the ionization probability \( P(t) = 1 - |\langle a_1|1\rangle|^2 + |\langle a_2|2\rangle|^2 \) or similarly, by the survival probability \( 1 - P(t) \), where analytical formulas have been derived for arbitrary time evolution [34,38,39]. However, because we assume an isolated crossing, we shall calculate the evolution starting with \( a_1(-\infty) = 1 \) and \( a_2(-\infty) = 0 \) [40].

One of the most intriguing properties of the lossy Landau-Zener model is that the long-time survival probability is independent of the decay rate \( \Gamma \) [32]. The first important physical result is that the irreversible decay does not affect the probability of ionization, which is still given by the Landau-Zener formula:

\[
P(t \to +\infty) = 1 - e^{-2\alpha^2 t} = 1 - e^{-4\pi\lambda^2}. \]

(6)

The case \( \lambda >> 1 \) is interesting because full ionization is achieved \( [P(t \to +\infty) \approx 1] \) and, as is the case for the standard Landau-Zener, the transition is adiabatic in the sense that during the process only the adiabatic state \( |\pm(t)\rangle \) is populated [39].

For such adiabatic evolution, the ionization probability is given by Eq. (1), which becomes \( P(t) = 1 - e^{-\frac{\alpha}{\sqrt{2}} \int_{-\infty}^t \sqrt{\tau} - \alpha t + i\Gamma} \), where \( \hbar\epsilon\sigma(t) = \frac{\lambda^2}{2} - (2\alpha t + i\Gamma) \pm \sqrt{16\Omega^2 + (2\alpha t + i\Gamma)} \) are the complex eigenvalues of the states \( |\pm(t)\rangle \), with the proper analytical continuation of the square root. Obviously, this approximation is poor for nonadiabatic transitions, and in this case other formulas should be used, such as the one proposed in Ref. [11].

Additional to the ionization probability, the “slope”, or gradient of \( P \) with respect to \( F \), is another important parameter. We want to have a fast variation of \( P(F(t)) \), in order to have a small field variation during the ionization and thus a small energy dispersion. In order to gain quantitative insight into the length scale of ionization, we have defined the ionization zone \( \Delta z_{20,80} \) as the region between 20% and 80% of the full ionization. Therefore the energy dispersion can be estimated as the voltage difference in this zone to be \( \Delta V \approx \hbar\epsilon\sigma(\Delta z_{20,80}) = \hbar\epsilon\sigma \Delta \tau = \hbar\epsilon\sigma \Delta \tau \). We have plotted the numerical time evolution of the ionization for several ranges of the parameters in Fig. 3 [40]. This is the basic tool to estimate the energy dispersion in an experiment. For a given experimental realization, the results in Fig. 3 guide the choice of the appropriate states (lifetime and coupling) and
field gradient to optimize the ionization process: ionization efficiency and energy dispersion $\Delta V$.

The final ionization efficiency only depends on $\lambda$, as predicted in Eq. (6). The width $\Delta \Gamma = \Delta \tau_{20,00}$, as defined in Fig. 2, depends on the decay rate $\beta$ (or $\Gamma$) of the unstable state but also on the coupling strength $\lambda$ (or $\Omega$) between the states. At low coupling, $\lambda < 1$, the stable state is affected by the unstable state when their energies are similar. Because the energy of the unstable state can be seen as broadened by the decay rate $\beta$, we find that the broadening is thus mainly given by $\beta$. For large coupling, $\lambda > 1$, the adiabatic behavior dominates: the crossing between the states starts early, leading to a large width. For large decay, full ionization can occur before reaching the crossing. A low decay leads to a transfer of population toward the unstable state, allowing time for decay and also resulting in a large width.

We have, to first order (with $k = n_1 - n_2 = 2n_1 - n - |m| \alpha t = 2(nk - n'k') / \Delta t$). A rough estimation is then $\alpha \approx n^2 \frac{dF}{v} / \xi$ or $\xi \approx 1/n \sqrt{v / \xi n^2}$, leading to

$$\lambda = \xi \Omega \approx 10^{n_1} \left( \frac{100 \text{ m/s} \ 10^9 \text{ V/m}^2}{v} \left( \frac{dF}{dz} \right)^{1/2} \right),$$

(7)

$$\beta = \xi \Gamma \approx \frac{1}{n} \left( \frac{100 \text{ m/s} \ 10^9 \text{ V/m}^2}{v} \left( \frac{dF}{dz} \right)^{1/2} \Gamma \right)^{1/2} 10^8 \text{s}^{-1},$$

(8)

where we have used the approximate formula (see Appendix), in atomic units, $\Omega \approx \frac{2\mu_0}{n^3}$.

We wish to emphasize that this two-level model is valid only if the two states are well separated from the others. This requires the coupling $\Omega$ and linewidth $\Gamma$ being smaller than the energy separation with surrounding levels. Because the Stark effect splits levels (on the same manifold) by $\sim \frac{1}{2} n F$, and that we work near the classical ionization threshold $F_c \approx 1/16 n^4$, we found that the model shall mainly be restricted to low quantum defects ($\delta_{|m|} \ll n/10$) and to $\Gamma \ll (n/34)^{-3} 10^{11} \text{s}^{-1}$. (9)

The ionization efficiency and the energy dispersion $\Delta V$ can be optimized using the experimental parameters $\frac{dF}{dz}$ and $\Gamma$ that can be largely tuned. (By a proper choice of $n',k'$ values of the unstable state, $\Gamma$ can be chosen in the range $10^9 - 10^{11} \text{s}^{-1}$ [23].) Complete ionization requires $\lambda \approx 0.5$. (A higher value will broaden the ionization region with no gain.) Assuming a value of $\delta_{|m|} \approx 0.1$ and $n \geq 34$, Eq. (7) indicates that to have a complete ionization, the optimal value $\lambda \approx 0.5$ can always be achieved for electric field gradients less than the maximum value of $10^9 \text{ V/m}^2$. However, such complete ionization is not always compatible with the lowest possible energy dispersion. Indeed, a low $\Delta V \approx F_c \Gamma^{-1} \beta \Delta t$ requires a fast ionization rate $\Gamma$ but also $\beta < 0.5$ (Fig. 3 clearly indicates large $\Delta \Gamma$ for higher values) and thus a maximum electric field gradient value of $10^9 \text{ V/m}^2$ [see Eq. (8)].

As an example, with $n = 34$ and $m = 3$ state of Cs ($\delta_3 = 0.03$), a gradient of $dF/dz \approx 10^9 \text{ V/m}^2$ will produce a complete ionization, and by choosing a coupling with a state with $\Gamma \approx 10^8 \text{s}^{-1}$, this leads to an ionization time $\Delta t \approx \Gamma^{-1}$ of only 1 ns, an ionization zone of only $\Delta z = v \Delta t \approx 100 \text{ nm}$, and thus an energy dispersion of $\Delta V = F_c / \Delta t \approx 3 \text{ meV}$.

With $n = 100$, the smallest energy dispersion will be obtained for a coupling with a state with the highest possible decay rate of $\Gamma \approx 4 \times 10^9 \text{s}^{-1}$ [see Eq. (9)], and a gradient $dF/dz \approx 10^9 \text{ V/m}^2$, in order to keep $\beta < 0.5$ [see Eq. (8)] which produces $\Delta V \approx F_c / v \Gamma^{-1} \approx 7 \mu\text{eV}$ but with an ionization efficiency of only 0.001%. A compromise with a decay rate of $\Gamma \approx 5 \times 10^7 \text{s}^{-1}$ and a gradient $dF/dz \approx 10^9 \text{ V/m}^2$ would lead to 10% ionization efficiency and a sub-meV energy dispersion.

III. IONIZATION OF CS RYDBERG STATES

The previous section gives a qualitative discussion of the values of parameters needed to obtain an ion or electron beam with a small energy spread. In this section, we report the results of experiments and more sophisticated calculations to show that specific states can be found with promising characteristics. For this, we have investigated the lifetime of Rydberg states for a fixed electric field using a Cs beam from a simple effusive re-circulating oven with a similar setup as described in Ref. [12].

Laser excitation is performed by a three-step $[6s(F = 4) \rightarrow 6p_{3/2}(F = 5) \rightarrow 7s(F = 4) \rightarrow np]$ excitation, the last two lasers being crossed orthogonally and having polarizations parallel to the field [41]. We can thus only excite $m = 0$ states ($m = 1/2$ taking into account the spin). In the case of Cs: $\delta_0 \approx 4.05, \delta_1 \approx 3.6, \delta_2 \approx 2.5, \delta_3 \approx 0.03$ [42–44], and therefore we cannot use the simplified two-level theory presented in the previous section to evaluate the couplings between the states. Several approaches could have been employed for providing excitation towards states with $m > 2$, allowing use of this theory, such as adiabatic microwave transfer [45], circularly polarized microwave [46], or crossed (magnetic and electric) fields [47]. However, implementation of these methods would require alteration to the experimental apparatus.

A schematic of the experiment is shown in Fig. 1, except that the field is homogeneous. The Cs beam enters a DC electric field produced by plates separated by ~5 mm. Residual inhomogeneity of the electric field limits our spectral experimental resolution to ~50 MHz for states having the strongest Stark shifts with electric fields. Produced electrons are accelerated by the field to a double-stack microchannel plate (MCP) followed by a phosphor screen.

The laser waists are on the order of tens of micrometers. The laser powers (respectively ~10 $\mu\text{W}$ for 852 nm, ~100 $\mu\text{W}$ for 1470 nm, and 10 mW for the Rydberg excitation) are chosen to not significantly power broaden the lines. The Rydberg excitation ($7s \rightarrow np$) laser is a Ti:Sa, the wavelength of which is monitored using a high-precision wavemeter (highbnese WSU-2).

Figure 4 shows a theoretical map of the Stark states produced near the ionization threshold of $F = 800 \text{ V/cm}$ for $n \approx 25$. The photoabsorption theory is based on WKB quantum defect [9]. For this method, a local frame transformation is performed between the wave functions near the core that are well described by phase-shifted, spherical Coulomb functions, and the wave functions at large distances that are well described by the solutions of the Coulomb plus Stark potential in parabolic coordinates. In this method, there is a transformation matrix that depends only on the strength of the electric field. The specific properties of the atoms are incorporated through the zero-field quantum defects and
FIG. 4. Theoretical photoabsorption spectra for Cs excitation corresponding to an excitation from an $s$ state with a $\pi$ polarization (from $l = 0$ and towards $m = 1/2$). The rectangle areas are the one studied experimentally and zoomed in Figs. 5 and 6.

transition dipole matrix elements of the atom. The zero-field quantum defects are accurately known from experiments, and the transition dipole matrix elements can be obtained from effective one-electron potentials. The resonance lifetimes are obtained in this theory through the scattering between the different parabolic channels which occurs because the low-angular-momentum partial waves have a phase shift. Due to the complications of the theory, the trends in the resonance linewidths are obtained by a series of calculations with slightly different field strengths. A more exact theory, based on R-matrix local frame transformation [10], has been established, but we found the former one accurate enough for our purpose.

From this theoretical map, we identified several interesting states (typically one every V/cm in our region of 800 V/cm) that rapidly destabilize when the electric field is modified. We thus focused on experimentally finding such states. The electron signal is recorded when scanning the Ti:Sa frequency at a given electric field which is calibrated by comparison with the theory. We present a few of them in Figs. 5 and 6.

We are able to collect electrons even when a stable Rydberg state is excited. These electrons come from a subsequent photoionization by the Ti:Sa laser and are therefore produced with an excess energy of $\sim 1$ eV. Thus, for small acceleration fields, some electrons do not reach the detector due to the large transverse momentum. This effect is clearly visible as a broadening of the electron spot size on the MCPs compared to electrons produced by direct photoionization or excitation to an unstable state, which creates electrons with near zero kinetic energy. It is possible to overcome this problem by reversing the voltage and collecting ions with the MCP, but the signal to noise is much lower at such low ion energies. However, as shown below, comparisons with theoretical photoabsorption spectra are quite good. Therefore, we can conclude that the signal intensity is not significantly affected by the Rydberg photoionization [48]. This is confirmed by simulations performed with SIMION software. Consequently, we use the peak intensity as a quantitative measurement of the excitation efficiency.

FIG. 5. Scan of ionization versus wavelength for varying field around a level crossing. Top: experimental data, where ejected electrons are collected. Bottom: theoretical photoabsorption spectra with excitation toward $|m| = 1/2$ in the black thick line and $|m| = 3/2$ in the red thin line with intensity divided by 30.

A. Level crossing

The states shown in Fig. 5 illustrate the two-level model we presented in Sec. II. A stable (narrow) level is observed to cross an unstable (broad) one and the interaction between them results in instability. However, the situation appears slightly more complex because we observe also interference.

FIG. 6. Scan of ionization rate versus wavelength for varying field, displaying interference narrowing. Left: experimental data and theoretical spectra. (The intensity signal for scans at 782 V/cm and 783 V/cm have been half reduced to avoid overlap.) Right: Theoretical linewidth evolution in electric field and its interpolation used to plot the ionization probability if starting from 783 V/cm and traveling in a 10^7 V/m^2 gradient at 100 m/s.
effects with states with $|m| = 3/2$ due to our imperfect parallel polarization to the field. The lifetime of the states is directly given by the inverse of the linewidth when scanning the laser frequency. Our experimental resolution of 50 MHz limits our measurement of long-lived states. We could have overcome this limitation by using a delayed pulsed electric field [23], but we more simply rely on the theory to extract linewidths below 50 MHz. We have not performed any convolution of the theoretical curves with the experimental resolution.

It is beyond the scope of this article to study in more detail the dynamical evolution of such complex crossing, and the lossy Landau-Zener two level model with a single decaying state can be questionable. However, it seems clear that a stable state crossed abruptly a state with linewidth of the order of 50 MHz. Therefore, using such a state to produce a charged particle beam should lead to an energy dispersion $\Delta V = F\nu \Gamma^{-1}$ on the order of tens of meV.

B. Interference narrowing

A second example of stable Rydberg states becoming unstable can be seen in Fig. 6 where the standard Fano profile line shapes appears [49,50].

Here an unstable state becomes stable before once again becoming unstable. Such interference narrowing, resulting in a strong reduction in the ionization rate, has been observed in many Rydberg systems (see, for instance, [9,51–58]). One of the sharpest states ever observed was in He, where the ionization rate of the $|35,5,29,0\rangle$ state near the field $F_c \approx 467.5$ V/cm in He increases from few $10^9$ s$^{-1}$ to $5 \times 10^9$ s$^{-1}$ within a field range of $\pm 0.1$ V/cm [58].

The simplest explanation of this phenomenon is given when two unstable states 1 and 2, both decaying toward the same continuum, interact together. The presence of this continuum can be seen as a third level that can produce a dark eigenstate (a state that has no continuum component) [59]. Therefore, even when two states 1 and 2 are unstable, their interaction can result in stabilization, producing a stable state [60]. In the case of cesium such interference effects have been reported in Refs. [50,55] but due to interaction with a quasicontinuum formed by a Stark manifold. If this is the first observation of an interference narrowing effect in cesium this is only because of lack of research and not because this effect is rare. On the contrary, we found theoretically that such a narrowing effect is quite common (we found a few of them in the region of the $\text{Fig. 5}$, but an almost perfect narrowing effect is obviously rarer. Despite the difficulties to simulate such interference effects, the theory and experiment agree quite well (except for a small discrepancy for the largest field spectra). Such an ideal narrowing effect can be used to excite a stable state that will then be ionized efficiently when the field is varied. Study of such excitation as been performed in Refs. [53,60,61]. In our case the decay rate evolution can simply be inserted into Eq. (2). This gives an ionization size of only 1 V/cm in the gradient of $10^5$ (V/cm)/cm, yielding $\Delta z_{20,80} \approx 0.1 \mu m$ and thus an energy dispersion of $F_c \Delta z_{20,80} \approx 10$ meV.

IV. CONCLUSION

In Ref. [8] we claim that using forced field ionization of Rydberg states of nonhydrogenic atoms “leads to an improvement of a factor 10 [compared to the hydrogen case] for the energy dispersion. It means that use of these special Rydberg states would result in a dramatic improvement of the characteristics of our source.” In this article we have confirmed this fact and have shown that further improvements could be made. For low quantum defects (for instance, for He, Li, or Na atoms), we have proposed a scheme to choose the best state in terms of slope in electric field, coupling with other states and lifetimes. The use of states with large $n$ will produce very low energy dispersion beams.

Experiments with high quantum defects were performed in Cs and compare well with theory. Despite the strong coupling occurring between such states, it is possible to find states that ionize sharply in electric fields.

The next important step will be to achieve a well-defined transition from the excitation of a stable state in an electric field to higher (or lower) field values where the atom decays more rapidly [11]. This should open the path to the production of high-brightness, highly monochromatic ion and electron beams.
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APPENDIX

Coupling

For hydrogenic spherical states, the coupling is given by the formula $\langle nl|m|V_c|n'l'm'\rangle = \frac{-\delta_{ll'}}{\sqrt{n' n}} \delta_{l'm'}$ [14,17]. When using the hydrogenic parabolic states as a basis set, it becomes

$$\langle nn_1|m|V_c|n'n_1'm\rangle = \sum_l \langle nn_1|m|nlm\rangle \frac{-\delta_{ll'}}{\sqrt{n'n^3}} \langle nl'm|n'n_1'm\rangle,$$

where we used completeness, $\langle a|V|a'\rangle = \sum_{b,b'} \langle a|b\rangle \langle b|V|b'\rangle \langle b'|a\rangle$, to obtain this result. It is well known [17] that the projection $\langle nn_1|m|nlm\rangle$ is simply a Clebsch-Gordan coefficient $|\langle nn_1|m|nlm\rangle| = \sqrt{2l + 1} \binom{\frac{1}{2}}{\frac{1}{2}} \binom{\frac{1}{2}}{\frac{1}{2}} \binom{\frac{1}{2}}{\frac{1}{2}} \binom{\frac{1}{2}}{\frac{1}{2}} \binom{\frac{1}{2}}{\frac{1}{2}}$ on the order of $1/\sqrt{n}$.

Using the fact that the quantum defects decrease with $l \geq |m|$, we find a simple approximate formula

$$\langle nn_1|m|V_c|n'n_1'm\rangle \approx \frac{-\delta_{ll'}}{n'n^2},$$

that can even be approximated by

$$\langle nn_1|m|V_c|n'n_1'm\rangle \approx \frac{-\delta_{ll'}}{n^4}.$$
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[40] For practical reasons we use the numerical solutions from MATHEMATICA software and use $\alpha_{\infty}(-1000) = 1 = \alpha_{\infty}(-1000) = 1$. $\alpha_{\infty}$.


However, when the instabilities are incoherent, that is, when the decay occurs because of coupling to different continua, the Hamiltonian of the system is simply the lossy Landau-Zener system but with $E_1(t)$ replaced by $E_1(t) - i\hbar\Gamma_1/2$ [38].
