
§2.4 MASSLESS SPIN ONE PARTICLES: PHOTONS

Recall in the introduction that we described a system of noninteracting photons
by means of the quantum field four-potential Aµ = (φ, ~A) with the relativistic invariant
Lagrangian

L = −1
4
FµνFµν (2.4.1)

where the field strength tensor was defined to be

Fµν = ∂µAν − ∂νAµ (2.4.2)

We subjected the four vector potential to the Coulomb gauge condition ~5· ~A = 0. Con-
sequently, we were able to eliminate two of the four components of Aµ. The remaining
two degrees of freedom were subjected to the canonical quantization procedure. More
specifically Maxwell’s equations implied that

∂µFµν = 0. (2.4.3)

Hence we found 52φ = 0 or φ = 0, and the ETCR were given as

[Πi(~x, t), Aj (~y, t)] = iδij
tr(~x − ~y) (2.4.4)

where the transversality of the physical fields was manifested in the transverse δ-
function

δij
tr(~x − ~y) =

∫
d3k

(2π)3
(δij − kikj

~k2
)ei~k·(~x−~y) (2.4.5)

and ~Π(x) = − ~̇A. Further, the Coulomb gauge constraint can be built right into the
Fourier transform. Since ~5 · ~A = 0 we must have in momentum space

~5 · ~A =
∫

d4k

(2π)4
e−ikxi~k · ~̃A(k) = 0 (2.4.6)

implying that

Ãi(k) = (δij − kikj

~k2
)Bj(k) (2.4.7)

since ∂µFµν = 0 along with ~5 · ~A = 0 implies φ = 0, this yields ∂2 ~A = 0,

~B(k) = (2π)δ(k2)~a(~k, k0) (2.4.8)
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Hence we obtained with ~a(~k,+ωk) ≡ ~a(~k) and using the hermiticity of ~A(x) so that
~a(−~k,−ωk) = ~a†(~k)

Ai(x) =
∫

d4k

(2π)4
(2π)δ(k2)e−ikx(δij − kikj

~k2
)aj(~k, k0)

=
∫

d3k

(2π)32ωk
(δij − kikj

~k2
)[aj(~k)e−ikx + aj†(~k)e+ikx].

(2.4.9)

The (δij − kikj

~k2 ) projects three-space vectors onto the plane perpendicular to ~k, that

is, the plane spanned by the polarization vectors ~εr(~k). Furthermore, the ~k-transverse
projector is

P ij
tr =

2∑

r=1

εi
r(~k)εj

r(~k) = (δij − kikj

~k2
), (2.4.10)

the ~εr(~k) are complete in this plane. Hence,

Ai(x) =
∫

d3k

(2π)32ωk

2∑

r=1

εi
r(~k)[εj

r(~k)aj(~k)e−ikx + εj
r(~k)aj †(~k)e+ikx] (2.4.11)

But defining
ar(~k) ≡ ~εr(~k) · ~a(~k)

a†
r(~k) ≡ ~εr(~k) · ~a†(~k)

(2.4.12)

we obtained

~A(x) =
∫

d3k

(2π)32ωk

2∑

r=1

~εr(~k)[ar(~k)e−ikx + a†
r(~k)e+ikx] (2.4.13)

with
~ur(x) = ~εr(~k)e−ikx

~vr(x) = ~u∗
r(x) = ~εr(~k)∗e+ikx,

(2.4.14)

the positive and negative energy solutions to Maxwell’s equations in the Coulomb
gauge. The operator a†

r(~k) creates photons with momentum ~k and polarization (he-
licity) ~εr(~k) while ar(~k) annihilates such particles. The coordinate space equal time
commutation relations led to the momentum space canonical commutation relations.

[ar(~k), a†
s(~l)] = (2π)32ωkδrsδ

3(~k −~l)
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[ar(~k), as(~l)] = 0

[a†
r(~k), a†

s(~l)] = 0. (2.4.15)

The vacuum was defined to be absent of all photons

ar(~k)|0 >= 0 (2.4.16)

for all ~k and r. The Hilbert space of photon states was built up from the vacuum state
by action of the creation operators

|(~k1, r1), . . . , (~kN , rN ) >= a†
r1

(~k1) · · · a†
rN

(~kN )|0 > . (2.4.17)

The Hamiltonian and momentum operators were given as usual by

Pµ =
∫

d3k

(2π)32ωk

2∑

r=1

kµa†
r(~k)ar(~k) (2.4.18)

with kµ = (ωk, ~k) = (|~k|, ~k) and H = P0 having eigenvalues greater than or equal
to zero. Further, the angular momentum of the photon was described by the helicity
operator

~J · ~k
|~k|

=
1
2
Mjkεjki

ki

|~k|
(2.4.19)

(recall the time component of the Pauli-Lubanski vector operator, W 0 = − ~J · ~P, we
choose it as one of our CSCO for massless particles rather than W3) and we found that

[
~J · ~k
|~k|

, a†
±(~k)] = ±a†

±(~k) (2.4.20)

where

a†
±(~k) = ± 1√

2
(a†

1(~k) ± ia†
2(~k)) (2.4.21)

are the circularly polarized creation operators. Consequently,

~J · ~k
|~k|

=
∫

d3k

(2π)32ωk
[a†

+(~k)a+(~k) − a†
−(~k)a−(~k)] (2.4.22)
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it projects ~v onto the ~ε1 − ~ε2 plane

Ptr~v = (~v · ~εr)~εr (2.4.26)

since using the (~ε1,~ε2, ~k) basis vectors

~v = (~v · ~k)
~k

|~k|2
+ (~v · ~εr)~εr . (2.4.27)

Thus

[Ai(x), Aj (y)] =
∫

d3k

(2π)32ωk
(δij − kikj

~k2
)[e−ik(x−y) − e+ik(x−y)]

= (δij − ∂i
x∂j

x

52
x

)
∫

d3k

(2π)32ωk
[e−ik(x−y) − e+ik(x−y)],

(2.4.28)

but recall

i∆(x − y;m) =
∫

d3k

(2π)32ωk
[e−ik(x−y) − e+ik(x−y)] (2.4.29)

where ωk =
√

|~k|2 + m2. For m = 0, not to confuse our notation we call this iD(x−y),

iD(x − y) ≡ i∆(x − y;m = 0). (2.4.30)

Hence,

[Ai(x), Aj (y)] = (δij − ∂i
x∂j

x

52
x

)iD(x − y). (2.4.31)

Similarly, we have

< 0|Ai(x)Aj (y)|0 >=
∫

d3k

(2π)32ωk

2∑

r=1

εi
r(~k)εj

r(~k)e−ik(x−y)

= P ij
tr (x)iD+(x − y)

(2.4.32)

with

P ij
tr (x) ≡ (δij − ∂i

x∂j
x

52
x

) (2.4.33)

and
iD±(x) ≡ i∆±(x;m = 0). (2.4.34)
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Furthermore, defining the time ordered functions as in the scalar case

< 0|TAi(x)Aj (y)|0 > = θ(x0 − y0) < 0|Ai(x)Aj (y)|0 >

+ θ(y0 − x0) < 0|Aj(y)Ai(x)|0 >

= P ij
tr (x)[θ(x0 − y0)iD+(x − y)

− θ(y0 − x0)iD−(x − y)]

= P ij
tr (x)DF (x − y)

(2.4.35)

where DF (x − y) = ∆F (x − y;m = 0). Hence,

< 0|TAi(x)Aj (y)|0 > = Dij
F tr(x − y) = P ij

tr (x)DF (x − y)

= P ij
tr (x)

∫
d4k

(2π)4
e−ik(x−y) i

k2 + iε

=
∫

d4k

(2π)4
e−ik(x−y)(δij − kikj

|~k|2
)

i

k2 + iε
.

(2.4.36)

Now we can write this in a more suggestive notation by introducing the four-vector
field Aµ(x) = (0, ~A(x)) and a time-like unit vector nµ. Our results above depended on
choosing a frame of reference where the polarization vectors for momentum kµ were
three-vectors, that is, εµ

r (~k) = (0,~εr(~k)). In this frame, let’s introduce another vector
perpendicular to ~ε1,2 and ~k and call it nµ = (1, 0, 0, 0) pointing in the time direction.
Hence, we can introduce an orthonormal system of four polarization four-vectors in
this frame. We call these vectors εµ(k, λ) where λ = 0, 1, 2, 3 with

εµ(k, λ) =





nµ = (1, 0, 0, 0) λ = 0
(0,~ελ(~k)) λ = 1, 2
(0,

~k

|~k|
) λ = 3.

(2.4.37)

These are orthonormal
εµ(k, λ)εµ(k, ρ) = gλρ (2.4.38)

and complete
3∑

λ=0

εµ(k, λ)εν (k, λ)gλλ = gµν (2.4.39)

or more directly
3∑

λ=0

εµ(k, λ)εν (k, λ) = δµν . (2.4.40)
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We can write the last polarization vector in terms of kµ and nµ as

εµ(k, 3) = (0,
~k

|~k|
) =

kµ − (n · k)nµ

√
(n · k)2 − k2

(2.4.41)

(here we have included a k2 6= 0 term since later we will want the polarization vectors
away from the light-cone. For k2 = 0, this is just
εµ(k, 3) = kµ−(n·k)nµ

(n·k) ). Thus our four polarization vectors can be used as a set of

basis vectors (nµ, εµ(k, 1), εµ(k, 2), kµ−(n·k)nµ√
(n·k)2−k2)

). Using the completeness relation we

can rewrite the transverse polarization sum as ( εµ(k, 1) and εµ(k, 2) are called trans-
verse polarizations while εµ(k, 0) and εµ(k, 3) are called the scalar and longitudinal
polarizations, respectively)

2∑

r=1

εi
r(~k)εj

r(~k)gµ
ig

ν
j =

2∑

λ=1

εµ(k, λ)εν(k, λ)

= −gµν + εµ(k, 0)εν (k, 0) − εµ(k, 3)εν(k, 3)

= −gµν + nµnν − (kµ − (n · k)nµ)(kν − (n · k)nν)
(n · k)2 − k2

= −gµν − nµnνk2 − (n · k)(kµnν + kνnµ) + kµkν

(n · k)2 − k2
. (2.4.42)

Thus, we find

Dµν
F tr(x − y) ≡< 0|TAµ(x)Aν (y)|0 >=< 0|TAi(x)Aj (y)|0 > gµ

ig
ν
j

=
∫

d4k

(2π)4
e−ik(x−y) i

k2 + iε
[−gµν

− nµnνk2 − (n · k)(kµnν + kνnµ) + kµkν

(n · k)2 − k2
]

= −gµνDF (x − y) −
∫

d4k

(2π)4
e−ik(x−y) i

k2 + iε

× [
nµnνk2 − (n · k)(kµnν + kνnµ) + kµkν

(n · k)2 − k2
].

(2.4.43)

Similarly with k2 = 0, we have
[Aµ(x), Aν (y)]
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= −gµνiD(x − y) − ∂µ
x∂ν

x

(nλ∂λ
x )2

iD(x − y) +
(nλ∂λ

x )(nµ∂ν
x + nν∂µ

x )
(nλ∂λ

x )2
iD(x − y). (2.4.44)

The price of working in the Coulomb gauge now becomes evident. Although our ob-
servables were well defined (i.e. H ≥ 0), and we had a well defined Hilbert space
of states, the commutator and propagator are not Lorentz covariant due to their de-
pendence on the preferred vector nµ. Since our physical operators and their matrix
elements are invariant under gauge transformations (i.e. dependent on Fµν), we can
go to another gauge which manifestly preserves the Lorentz invariance and yields the
same physical observables. Unfortunately there is a price to pay for this also and it
is that by treating all the components of Aµ equally we will introduce two fictitious
photon degrees of freedom, A0 and A3 in our special frame tied to kµ. The space of
states will no longer form a Hilbert space since A0 states will have a negative norm. We
will need to eliminate these modes from the physical subspace of states A1,2 and show
that indeed the matrix elements of the observables are the same as in the Coulomb
gauge. Alternatively, we can work in the Coulomb gauge maintaining a good physical
interpretation of the states and operators but then we must prove Lorentz covariance
of the matrix elements.

The Lorentz invariance will come about in the free case trivially since observables
are independent of nµ. When interactions are considered, for example, when a current
appears on the right hand side of the Maxwell field equations

∂µFµν = −Jν, (2.4.45)

we no longer can set φ = 0 since the Coulomb gauge implies Gauss’ law 52φ = J0.
Thus, the time component can be solved to yield

φ(x) =
∫

d3yDc(~x − ~y)J0(y) (2.4.46)

where the Coulomb Green function obeys

52
xDc(~x − ~y) = δ3(~x − ~y) (2.4.47)

and is given by

Dc(~x − ~y) = − 1
4π

1
|~x − ~y| =

∫
d3k

(2π)3
e+i~k·(~x−~y)

(
− 1

~k2

)
(2.4.48)
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or symbolically

Dc(~x − ~y) =
1
52

x

δ3(~x − ~y). (2.4.49)

The Lagrangian for this system is given by

L = −1
4
FµνFµν + AµJµ

=
1
2

~̇A · ~̇A − 1
4
F ijF ij + ~̇A · ~5φ +

1
2

~5φ · ~5φ + φJ0 − ~A · ~J

(2.4.50)

so that

L =
∫

d3xL

=
∫

d3x[
1
2

~̇A · ~̇A − 1
4
F ijF ij − 1

2
φ 52 φ + φJ0 − ~A · ~J]

(2.4.51)

where ~5 · ~A = 0 has been used. The interaction Lagrangian is given by the last three
terms

LI =
∫

d3x[φJ0 − 1
2
φ52 φ − ~A · ~J] (2.4.52)

but 52φ = J0 so

LI =
∫

d3x[
1
2
φJ0 − ~A · ~J]. (2.4.53)

The interaction Hamiltonian becomes (with y0 = x0 understood)

HI = −LI

=
∫

d3x ~A · ~J − 1
2

∫
d3xd3yJ0(x)Dc(~x − ~y)J0(y).

(2.4.54)

Hence, the S-operator is given by

S = Te
−i

∫
dtHiP

I

= Te−i
∫

d4x[ ~A· ~J− 1
2

∫
d4yδ(x0−y0)J0(x)DC(~x−~y)J0(y)].

(2.4.55)

When we calculate a matrix element of S and apply Wick’s theorem to evaluate each
term in the interaction picture, we see that it is Lorentz invariant since the nµ depen-
dent terms in the propagators will cancel the Coulomb interaction terms from HI . In
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the Coulomb gauge with Aµ = (0, ~A) we have terms in the S-matrix elements from the
~A · ~J term in HI of the form

∫
d4x1d

4x2Jµ(x1) < 0|TAµ(x1)Aν(x2)|0 > Jν(x2)

=
∫

d4x1d
4x2Ji(x1) < 0|TAi(x1)Aj(x2)|0 > Jj(x2)

=
∫

d4x1d
4x2(−Jµ(x1)gµνDF (x1 − x2)Jν(x2))

−
∫

d4x1d
4x2Jµ(x1)Jν(x2)[

∂2
x1

nµnν − (n · ∂x1)(∂µ
x1

nν + ∂ν
x1

nµ) + ∂µ
x1

∂ν
x1

(n · ∂x1)2 − ∂2
x1

]

×DF (x1 − x2). (2.4.56)

If ∂µJµ = 0 (i.e. there is gauge invariance of Maxwell’s equations, ∂µFµν = −Jν, so
they imply −∂µJµ = ∂ν∂µFµν = 0), the second and third derivative terms vanish by
integration by parts since they always act on one of the conserved currents. So the
second term reduces to just the first factor in it

−
∫

d4x1d
4x2n

µJµ(x1)nνJν(x2)
∂2

x1

(n · ∂x1)2 − ∂2
x1

DF (x1 − x2). (2.4.57)

With our choice of nµ = (1, 0, 0, 0), this is

−
∫

d4x1d
4x2J0(x1)(

∂2
x1

(n · ∂x1)2 − ∂2
x1

DF (x1 − x2))J0(x2). (2.4.58)

Now

∂2
x1

(n · ∂x1)2 − ∂2
x1

DF (x1 − x2) =
∫

d4k

(2π)4
e−ik(x1−x2)

i

k2 + iε

(
k2

(n · k)2 − k2

)

=
∫

d4k

(2π)4
e−ik(x1−x2)

i

~k2

= δ(x0
1 − x0

2)
∫

d3k

(2π)3
i

~k2

= −iδ(x0
1 − x0

2)Dc(~x1 − ~x2).

(2.4.59)

So we get the second term to be

+i

∫
d4xd4yJ0(x)DC (~x − ~y))J0(y)δ(x0 − y0) (2.4.60)
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and thus we find from the ~A · ~J term in HI terms of the form

(−i)2

2

∫
d4xd4yJi(x) < 0|TAi(x)Aj (y)|0 > Jj(y)

=
(−i)2

2

∫
d4xd4yJµ(x)(−gµνDF (x − y))Jν(y)

− i

2

∫
d4xd4yδ(x0 − y0)J0(x)DC (~x − ~y)J0(y). (2.4.61)

The first term here is completely Lorentz invariant because DF is invariant. The second
term exactly cancels the contribution to the S-matrix element that the Coulomb term
in HiP

I gives

+
i

2

∫
d4xd4yδ(x0 − y0)J0(x)DC(~x − ~y)J0(y) (2.4.62)

(the combinatorics must be checked more carefully but works out, see Bjorken and Drell
chapter 17.9 for a detailed proof). Needless to say this is extremely tedious. Rather
than give up manifest Lorentz covariance we face the complications of enlarging the
number of photons to include the unphysical degrees of freedom, the longitudinal A3

and the scalar A0 photons.
We now reconsider the quantization of photons in a gauge that is manifestly

Lorentz invariant. Recall that the Maxwell Lagrangian describing the time evolution
of the photon field is given by

L = −1
4
FµνFµν (2.4.63)

with the field strength tensor given in terms of the four-vector photon field Aµ

Fµν = ∂µAν − ∂νAµ. (2.4.64)

As we have seen, the description of the photon requires only two dynamical degrees
of freedom. The introduction of the potential Aµ has four degrees of freedom, two of
which are unphysical. This enlarged variable space is reflected in the gauge invariance
of the Lagrangian; L remains unchanged under local gauge transformations

A′
µ(x) = Aµ(x) + ∂µΛ(x)

F ′
µν(x) = ∂µA′

ν(x) − ∂νA′
µ(x)

216



= ∂µAν(x) − ∂νAµ(x) + ∂µ∂νΛ(x) − ∂ν∂µΛ(x) = Fµν(x) (2.4.65)

and L′(x) = L(x). Introducing a unitary operator U(Λ) such that

U−1(Λ)Aµ(x)U(Λ) = Aµ(x) + ∂µΛ(x) (2.4.66)

and
U−1(Λ)Fµν(x)U(Λ) = Fµν(x) (2.4.67)

so that
U−1(Λ)L(x)U(Λ) = L(x). (2.4.68)

Since, as seen in the introduction, the physical observables are given in terms of Fµν ,
we have a new phenomenon in that the equivalence class of the field Aµ determines
the uniqueness of the physical situation. The members of each equivalence class being
related by a gauge transformation. Aµ and A′

µ = Aµ + ∂µΛ are two members of
the same equivalence class. Unfortunately our canonical quantization rules apply to
the individual dynamical degrees of freedom not equivalence classes of fields. Thus,
we must pick from each equivalence class a representative and apply the quantization
rules to it. That is, we must break the gauge invariance of the Lagrangian, this picks
a representative of the equivalence class, then we can apply the quantization rules.
The physical observables being gauge invariant, we obtain the same values for them,
regardless of the gauge we pick in which to quantize.

Of course different gauges have different uses and conveniences. We have studied
the Coulomb gauge so far. The condition ~5 · ~A = 0 allowed us to eliminate from the
start the unphysical degrees of freedom φ = 0, the scalar component and ~5 · ~A = 0,
the longitudinal component. The price we paid for dealing with transverse physical
degrees of freedom alone was to give up manifest Lorentz invariance, what is transverse
depends on your frame of reference. We now desire to study a class of gauges that keeps
Lorentz invariance manifest. Unfortunately the price we pay for this is that the scalar
and longitudinal components must now also become quantized when all components
of Aµ are treated on equal footing. The separation of the physical states from all the
states in a Lorentz invariant way will be more difficult but, of course, possible. Also
at the same time we must use the gauge invariance of the theory to show that we get
the same values as in the Coulomb gauge for the physical state matrix elements of the
physical observables since now they will also include contributions from the unphysical
degrees of freedom.
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Now to the point, the gauge invariant Lagrangian is

L = −1
4
FµνFµν = −1

2
∂µAν∂µAν +

1
2
∂µAν∂νAµ (2.4.69)

and yields the canonical momentum conjugate to Aµ

Πµ ≡ ∂L
∂Ȧµ

= Fµ0. (2.4.70)

As mentioned above, if we try to apply our canonical quantization rules directly we
have

δ(x0 − y0)[Πµ(x), Aν (y)] = −iδµ
νδ4(x − y). (2.4.71)

The gauge invariance of the Lagrangian implies Π0 = F 00 = 0 which contradicts the
ETCR. This is because F 2 depends only on the equivlence class of Aµ not each Aµ.
Thus, to treat each component of Aµ quantum mechanically equivalently, we must
choose a gauge, that is, break the gauge invariance of L, now in a way consistent
with Lorentz invariance. We will choose the gauge fixing term proposed by Stueck-
elberg which generalized Fermi’s original treatment of QED. The Stueckelberg gauge
Lagrangian is

L = −1
4
FµνFµν − 1

2α
(∂λAλ)2 (2.4.72)

where the real number α is called the gauge parameter (α = 1 was Fermi’s choice and
is called the Feynman gauge). Now since

U−1(Λ)∂λAλU(Λ) = ∂λAλ + ∂2Λ (2.4.73)

we have

U−1(Λ)L(x)U(Λ) = L(x) − 1
2α

(2(∂λAλ)∂2Λ + (∂2Λ)2) 6= L. (2.4.74)

Thus the Stueckelberg gauge fixing term indeed picks out a representative from the
equivalence class (modulo ∂2Λ and a specific value for α which we will choose later)
and we can now quantize Aµ.

We can motivate the Stueckelberg gauge Lagrangian by considering the following.
As stated, in order to apply the canonical quantization procedure we must pick a unique
representative from each gauge equivalence class in a Lorentz invariant way. Since the
field strength tensor is the curl of the potential its specification leaves free the divergence
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of the potential, precisely the part of Aµ effected by a gauge transformation. Hence
we can pick a representative from the gauge orbit of Aµ by specifying ∂µAµ(x) = f(x)
with f(x) a given scalar function of x. This is called the gauge condition. That it
picks a unique representative Aµ means that using any other field in the orbit of Aµ ,
A′µ = Aµ + ∂µΛ, in the gauge condition specifies Λ = 0. Hence we have ∂µA′µ(x) =
∂µAµ(x) + ∂2Λ(x) = f(x) which implies ∂2Λ(x) = 0 and for appropriately normalized
functions, that is since ∂2 is invertible, yields Λ = 0. We can then impose the constraint
∂λAλ = f in the Lagrangian by means of a Lagrange multiplier field D(x),

L = −1
4
FµνFµν + D(x)[∂λAλ(x) − f(x)]. (2.4.75)

The Euler-Lagrange equations imply ∂λAλ(x) = f(x), as desired, as well as
∂µFµν = ∂νD. We may proceed to canonically quantize this theory now, however
in order to obtain the Stueckelberg Lagrangian we choose the arbitrary function f(x)
to in fact be proportional to the Lagrange multiplier. Thus letting f(x) ≡ −αD(x),
the gauge condition becomes ∂λAλ(x) = −αD(x) so that the field equation is ∂µFµν =
− 1

α∂ν∂λAλ. This last equation is derivable from the Stueckelberg Lagrangian as Euler-
Lagrange equations of motion.

Now the Lagrangian derivative is ∂L
∂∂µAν

= −Fµν − 1
αgµν∂λAλ so the Euler-

Lagrange equations are

0 =
∂L
∂Aν

− ∂µ
∂L

∂µAν
= ∂µFµν +

1
α

∂ν∂µAµ. (2.4.76)

The field equation

∂µFµν +
1
α

∂ν∂µAµ = 0 (2.4.77)

or
∂µFµν +

1
α

∂ν∂µAµ = −Jν (2.4.78)

in the interacting case, is just

∂2Aν +
(1 − α)

α
∂ν∂µAµ = −Jν. (2.4.79)

The utility of Fermi’s original choice is now clear, for α = 1 this becomes the simple
wave equation

∂2Aν = −Jν (2.4.80)
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or
∂2Aν = 0 (2.4.81)

with no interaction (as is the case here). So we have four fields obeying the massless
Klein-Gordon equation, i.e. the wave equation. The Lagrangian

L = −1
2
∂µAν∂µAν − 1

2
(1 − α)

α
∂µAν∂νAµ (2.4.82)

becomes in the Feynman gauge simply

L = −1
2
∂µAν∂µAν (2.4.83)

which was Fermi’s starting point. Notice ∂µ∂νFµν = 0 yields

∂2∂λAλ = 0, (2.4.84)

∂λAλ, called the gauge fixing term, obeys the free wave equation. Note when there is
an interaction with current Jµ, described by Lagrangian

L = −1
2
∂µAν∂µAν − 1

2
(1 − α)

α
∂µAν∂νAµ + JµAµ (2.4.85)

the field equation becomes

∂µFµν +
1
α

∂ν∂µAµ = −Jν. (2.4.86)

Taking ∂ν yields
1
α

∂2∂µAµ = −∂νJν. (2.4.87)

If Jµ is conserved, as the gauge invariance principle will require,

1
α

∂2∂µAµ = 0, (2.4.88)

∂µAµ still obeys the free wave equation. The momenta canonically conjugate to Aµ

are
Πµ ≡ ∂L

∂Ȧµ

= Fµ0 − 1
α

gµ0∂νAν , (2.4.89)

that is
Πi = F i0 = ∂iA0 − Ȧi (2.4.90)
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and
Π0 = − 1

α
∂νAν = − 1

α
(Ȧ0 − ∂iAi) (2.4.91)

and as expected Π0 6= 0 any longer but is given by our gauge fixing term. Thus the
ETCR become

δ(x0 − y0)[Πµ(x), Aν (y)] = −iδµ
νδ4(x − y)

δ(x0 − y0)[Πµ(x),Πν (y)] = 0

δ(x0 − y0)[Aµ(x), Aν (y)] = 0. (2.4.92)

Now taking the spatial derivative of the last commutator, we obtain

δ(x0 − y0)[∂i
xAµ(x), Aν (y)] = 0. (2.4.93)

Hence the Π − A commutator simplifies to become

δ(x0 − y0)[Ȧi(x), Aν (y)] = +iδi
νδ4(x − y)

δ(x0 − y0)[Ȧ0(x), Aν (y)] = +iαδ0
νδ4(x − y)

(2.4.94)

or raising ν, we obtain

δ(x0 − y0)[Ȧi(x), Aν (y)] = +igiνδ4(x − y)

δ(x0 − y0)[Ȧ0(x), Aν (y)] = +iαg0νδ4(x − y).
(2.4.95)

Thus, we see that we will have four types of “particle” states since all Aµ are involved
in the ETCR. Furthermore, we note that Ai has normal quantization rules

δ(x0 − y0)[Ȧi(x), Aj (y)] = −iδijδ4(x − y) (2.4.96)

just like three different scalar boson ETCR, but A0 obeys a commutation relation with
the wrong sign

δ(x0 − y0)[Ȧ0(x), A0(y)] = +iαδ4(x − y). (2.4.97)

If α = 1, the Feynman gauge of Fermi, the ETCR are

δ(x0 − y0)[Ȧµ(x), Aν (y)] = +igµνδ4(x − y). (2.4.98)

We will see that this wrong sign will lead to states with norm of -1! Not only will
we have to eliminate the unphysical states from the physical quantities but the scalar
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“photon” states have “negative” probability and destroy the usual quantum mechanical
interpretation of the inner product in the state space. Further, from the Πi − Πj

commutator we have
δ(x0 − y0)[Ȧi(x), Ȧj (y)] = 0. (2.4.99)

From the Π0 − Πi commutator we find

δ(x0 − y0)[Ȧ0(x), Ȧi(y)] = +i(1 − α)∂i
xδ4(x − y), (2.4.100)

and from the Π0 − Π0 commutator we have

δ(x0 − y0)[Ȧ0(x), Ȧ0(y)] = 0. (2.4.101)

Thus, we can summarize the ETCR as

δ(x0 − y0)[Aµ(x), Aν (y)] = 0

δ(x0 − y0)[Ȧµ(x), Aν (y)] = +igµν[1 + (α − 1)gµ0]δ4(x − y) (/Σµ)

δ(x0 − y0)[Ȧi(x), Ȧj (y)] = 0

δ(x0 − y0)[Ȧ0(x), Ȧ0(y)] = 0

δ(x0 − y0)[Ȧ0(x), Ȧi(y)] = +i(1 − α)∂i
xδ4(x − y). (2.4.102)

Before Fourier transforming to momentum space to begin our interpretation of the
above theory, let’s construct the various conserved space-time symmetry currents and
charges. The photon gauge field Aµ is a vector field, that is, under Lorentz transforma-
tions Aµ’s intrinsic variation is that of xµ. For space-time Poincaré transformations,
x′µ = Λµνxν +aν , the Poincaré transformation of the fields are implemented by U(a,Λ)
as usual

U−1(a,Λ)Aµ(x′)U(a,Λ) = ΛµνAν(x), (2.4.103)

or multiplying by U(a,Λ) and U−1(a,Λ) from the left and the right, respectively, we
obtain

U(a,Λ)Aµ(x)U−1(a,Λ) = Λ−1µνAν (Λx + a) = ΛνµAν(Λx + a) (2.4.104)

where recall Λ−1µν = ΛTµν = Λνµ. As usual we have

U(a,Λ) = eiaµPµ

e−
i
2 ωµν(Λ)Mµν

(2.4.105)
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which for infinitesimal transformations Λµν = gµν + ωµν , ωµν = −ωνµ and aµ = εµ,
yields the translation and rotation commutation relations

[Pµ, Aν(x)] = −i∂µAν(x)

[Mµν, Aλ(x)] = −i[(xµ∂ν − xν∂µ)Aλ(x) + (gµλgνρ − gνλgµρ)Aρ(x)] (2.4.106)

where (Dµν )λρ ≡ −(gµλgνρ − gνλgµρ), according to the notation of section 1.2, obeys
the Lorentz algebra (it is the defining representation or vector representation). Since
the Lagrangian is Poincaré invariant,

U−1(a,Λ)L(x′)U(a,Λ) = L(x), (2.4.107)

Noether’s theorem implies the conservation of the energy-momentum tensor

Tµν =
∂L

∂∂µAλ
∂νAλ − gµνL

= −Fµλ∂νAλ − 1
α

(∂λAλ)∂νAµ − gµνL.

(2.4.108)

Using the field equations (2.4.77), we can check explicitly that this is conserved,

∂µTµν = −∂µFµλ∂νAλ − Fµλ∂µ∂νAλ − 1
α

(∂µ∂λAλ)∂νAµ

− 1
α

(∂λAλ)∂ν∂µAµ − ∂νL

=
1
α

(∂λ∂µAµ)∂νAλ − 1
2
Fµλ∂νFµλ − 1

α
(∂λ∂µAµ)∂νAλ

− 1
α

(∂λAλ)∂ν(∂µAµ) − ∂νL

= ∂ν(−1
4
FµλFµλ − 1

2α
(∂λAλ)2) − ∂νL

+
1
4
[∂νFµλ, Fµλ] +

1
2α

[∂ν∂λAλ, ∂µAµ]

= 0. (2.4.109)

However, Tµν is not symmetric

Tµν − T νµ = −Fµλ∂νAλ + F νλ∂µAλ +
1
α

(∂λAλ)Fµν 6= 0 (2.4.110)
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and Tµν is not traceless
Tµ

µ = −2L 6= 0. (2.4.111)

According Belinfante’s prescription we must calculate Hρµν and then Gρµν to find
the symmetric energy-momentum tensor Θµν ≡ Tµν − ∂ρGρµν . Recall that, with
Πρλ ≡ ∂L

∂∂ρAλ
,

Hρµν = Πρλ(Dµν )λκAκ

= F ρµAν − F ρνAµ +
1
α

(∂λAλ)(gρµAν − gρνAµ).
(2.4.112)

Next we need
Gρµν =

1
2
(Hρµν + Hµνρ + Hνµρ)

= F ρµAν +
1
α

(∂λAλ)(gµνAρ − gρνAµ).
(2.4.113)

Note Gρµν = −Gµρν as required. Hence, using the field equation, we find after a little
algebra

∂ρGρµν = − 1
α

(∂µ∂λAλ)Aν−Fµλ∂λAν +
1
α

gµν∂ρ(∂λAλAρ)− 1
α

∂ν(∂λAλAµ). (2.4.114)

Thus we obtain a conserved, symmetric Belinfante energy-momentum tensor

Θµν = FµρFρ
ν − gµνL − 1

α
gµν∂ρ(∂λAλAρ)

+
1
α

(∂µ∂λAλ)Aν +
1
α

(∂ν∂λAλ)Aµ (2.4.115)

and
Θµν = Θνµ (2.4.116)

with
∂µΘµν = 0. (2.4.117)

Furthermore we find that Θµν is not entirely traceless

Θµµ = − 2
α

∂ρ(∂λAλAρ). (2.4.118)

Of course we could make the energy-momentum tensor traceless but not symmetric,
one cannot make the energy-momentum tensor both traceless and symmetric due to
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the gauge fixing term. Notice also that Θµν and Tµν are not gauge invariant, they
depend on the representative not the gauge equivalence class. However, we will see
that physical photon matrix elements of Θµν are gauge invariant. Hence, Noether’s
theorem tells us how to construct the energy-momentum operator in terms of the
dynamical variables

Pµ ≡
∫

dxΘ0µ =
∫

d3xT 0µ

=
∫

d3x[−F 0λ∂µAλ − 1
α

(∂λAλ)∂µA0 − g0µL]

=
∫

d3x[(Fλ0 − 1
α

gλ0∂ρAλ)∂µAλ − g0µL]

=
∫

d3x[Πλ∂µAλ − gµ0 1
2
Πλρ∂λAρ] (2.4.119)

where recall that Πλ = Π0λ with Πµν = ∂L
∂∂µAν

and the Lagrangian can be written
as L = 1

2
Πµν∂µAν while the Euler-Lagrange equations are ∂µΠµν = 0. Thus, the

Hamiltonian is
H = P0 =

∫
d3x[Πλ∂0Aλ − 1

2
Πλρ∂λAρ]

=
∫

d3x[Πλ∂0Aλ − 1
2
Π0ρ∂0Aρ −

1
2
Πiρ∂iAρ]

=
∫

d3x[
1
2
Πλ∂0Aλ +

1
2
∂iΠiρAρ −

1
2
∂i(ΠiρAρ)]

=
∫

d3x[
1
2
Πλ

↔
∂

0

Aλ +
1
2
∂µΠµρAρ]

=
∫

d3x[
1
2
Πλ

↔
∂

0

Aλ]. (2.4.120)

Hence, we have the Heisenberg equations of motion

[P0, Aµ(x)] =
∫

x0=y0
d3y

1
2
[Πλ(y), Aµ(x)]

↔
∂

0

yAλ(y)

=
1
2

∫
d3y[−iδ3(~y − ~x)]

↔
∂

0

yAµ(y)

= −i∂0Aµ(x). (2.4.121)
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Similarly, for the momentum operator

~P = −
∫

d3xΠλ ~5Aλ, (2.4.122)

we find
[~P, Aµ(x)] =

∫

x0=y0
iδ3(~y − ~x)~5yAµ(y)

= −i~5Aµ(x). (2.4.123)

Hence, we checked that indeed Pµ so constructed obeys

[Pµ, Aν (x)] = −i∂µAν(x). (2.4.124)

Additionally, according to Belinfante’s procedure the angular momentum tensor is given
by Mµνρ = xνΘµρ − xρΘµν where ∂µMµνρ = 0 and the angular momentum operator
is

Mµν =
∫

d3xM0µν

=
∫

d3x(xµΘ0ν − xνΘ0µ).
(2.4.125)

Its explicit form in terms of Aµ is left as an exercise. Also we can verify that this
operator Mµν obeys

[Mµν, Aλ(x)] = −i[(xµ∂ν − xν∂µ)Aλ(x) + (gµλgνρ − gνλgµρ)Aρ(x)] (2.4.126)

as required.
We are now in a position to begin interpreting this quantum field theory in terms

of creation and annihilation operators for physical as well as unphysical degrees of
freedom. Towards this end we would like to expand Aµ(x) in terms of plane wave
solutions to the Euler-Lagrange equations

∂2Aν(x) +
(1 − α)

α
∂ν∂µAµ(x) = 0 (2.4.127)

and its divergence,
1
α

∂2∂λAλ(x) = 0. (2.4.128)

Expanding Aµ(x)

Aµ(x) =
∫

d4k

(2π)4
e−ikxÃµ(k) (2.4.129)
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we have that

0 =
∫

d4k

(2π)4
e−ikx(k2gµν +

(1 − α)
α

kµkν)Ãν(k). (2.4.130)

Notice if α = 1, we immediately have that Ãµ = (2π)δ(k2)aµ(~k, k0). However, for
α 6= 1, Ãµ(k) cannot be simply proportional to δ(k2) due to the kµkν term in the field
equation. Viewing this as a four-by-four matrix equation, if there are to be nontrivial
solutions for Ãµ the determinant of det (k2gµν + (1−α)

α kµkν) must vanish. But,

det (k2gµν +
(1 − α)

α
kµkν) = − 1

α
(k2)4 (2.4.131)

so we still have Ãµ(k) with support on the light cone k2 = 0. This is possible by Ãµ(k)
having a δ(k2) as well as a δ′(k2) term. Note that

∫
d4kδ′(k2)k2f(kµ) = −

∫
d4kδ(k2)f(kµ) (2.4.132)

where the ∂/∂k2 must operate on the k2 to get a nontrivial answer. Thus, we try

Ãν(k) = (2π)δ(k2)aν(~k, k0) + (2π) δ′(k2)kνb(~k, k0). (2.4.133)

The field equation becomes

0 =
∫

d4k

(2π)4
e−ikx[(2π)δ′(k2)k2kµb(~k, k0)

+(2π)δ(k2)
(1 − α)

α
kµkνaν(~k, k0) + (2π)δ′(k2)

(1 − α)
α

k2kµb(~k, k0)]

=
∫

d4k

(2π)4
e−ikx(2π)δ(k2)[−kµb(~k, k0) +

(1 − α)
α

kµkνaν(~k, k0)

− (1 − α)
α

kµb(~k, k0)]. (2.4.134)

implying
1
α

b(~k, k0) =
(1 − α)

α
kνaν(~k, k0) (2.4.135)

where k0 = +ωk = +|~k|. So we find

Ãν (k) = (2π)δ(k2)aν (~k, k0) + (2π) δ′(k2)(1 − α)kνkρa
ρ(~k, k0) (2.4.136)
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and the Fourier transform becomes

Aµ(x) =
∫

d4k

(2π)4
e−ikx[(2π)δ(k2)aµ(~k, k0) + (1 − α)(2π) δ′(k2)kµkρaρ(~k, k0)].

(2.4.137)
Note that the Minkowski longitudinal component is simply

i∂µAµ(x) =
∫

d4k

(2π)4
e−ikx[(2π)δ(k2)kµaµ(~k, k0)

+(1 − α)(2π)δ′(k2)k2kµaµ(~k, k0)]

= α

∫
d4k

(2π)4
e−ikx(2π)δ(k2)kµaµ(~k, k0)

= α

∫
d3k

(2π)32ωk
[kµaµ(~k)e−ikx − kµaµ†(~k)e+ikx] (2.4.138)

where aµ(~k) ≡ aµ(~k,+ωk) and aµ(−~k,−ωk) = a†
µ(~k) from the hermiticity of Aµ(x).

Note that this is consistent with ∂2∂µAµ = 0 and k0 = ωk = |~k|. Continuing we have

Aµ(x) =
∫

d3k

(2π)32ωk
[aµ(~k)e−ikx + aµ†(~k)e+ikx]

+(1 − α)
∫

d4k

(2π)4
(2π)δ′(k2)kµkνaν(~k, k0)e−ikx. (2.4.139)

The second integral is rather messy but note we can always exploit the residual gauge
invariance of L to simplify it. Recall

U−1(Λ)L(x)U(Λ) = L(x) − 1
2α

(2(∂λAλ)∂2Λ + (∂2Λ)2) (2.4.140)

so if ∂2Λ = 0 then U−1(Λ)L(x)U(Λ) = L(x). Now for ∂2Λ = 0 we see that we can add
to Aµ a term of the form ∂µΛ. Thus we find

Λ(x) =
∫

d4k

(2π)4
e−ikx(2π)δ(k2)λ(~k, k0)

=
∫

d3k

(2π)32ωk
[e−ikxλ(~k) + e+ikxλ†(~k)]

(2.4.141)

so that

∂µΛ(x) =
∫

d4k

(2π)4
e−ikx(2π)δ(k2)(−ikµλ(~k, k0)) (2.4.142)
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and we see that the Euler-Lagrange equation (i.e. the Lagrangian is invariant) are
satisfied by ∂µΛ(x)

[∂2gµν +
(

1 − α

α

)
∂µ∂ν ]∂νΛ =

1
α

∂µ∂2Λ = 0. (2.4.143)

If we let −iλ(~k, k0) = + (1−α)
α

∂λ
k aλ(~k, k0), that is, we choose this gauge condition, we

find

A′µ(x) = Aµ(x) + ∂µΛ(x)

=
∫

d3k

(2π)32ωk
[aµ(~k)e−ikx + aµ†(~k)e+ikx]

+
(1 − α)

2

∫
d4k

(2π)4
[kµ2kν(2π)

∂

∂k2
δ(k2)aν(~k, k0)e−ikx

+ kµ(2π)δ(k2)∂ν
k aν(~k, k0)e−ikx]

=
∫

d3k

(2π)32ωk
[aµ(~k)e−ikx + aµ†(~k)e+ikx]

+
(1 − α)

2

∫
d4k

(2π)4
[kµe−ikx][∂ν

k (2πδ(k2)aν (~k, k0))]

(2.4.144)

which by using integration by parts in the last term becomes

A′µ(x) =
∫

d3k

(2π)32ωk
[aµ(~k)e−ikx + aµ†(~k)e−ikx]

− i∂µ
x

(1 − α)
2

∫
d4k

(2π)4
(∂ν

k e−ikx)2πδ(k2)aν(~k, k0)

=
∫

d3k

(2π)32ωk
[aµ(~k)e−ikx + aµ†e+kx]

− ∂µ
x [xν (1 − α)

2

∫
d4k

(2π)4
e−ikx(2π)δ(k2)aν(~k, k0)].

(2.4.145)

Thus in coordinate space-time we have

A′µ(x) =
[
gµν +

(α − 1)
2

∂µxν

]
aν(x)

= aµ(x) +
[
α − 1

2

]
∂µ(xνaν(x)) (2.4.146)
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where

aµ(x) =
∫

d4k

(2π)4
e−ikx(2π)δ(k2)aµ(~k, k0)

=
∫

d3k

(2π)32ωk
[e−ikxaµ(~k) + e+ikxaµ†(~k)].

(2.4.147)

Now let’s reverse the line of reasoning so that we may check our calculation. We start
with Aµ(x) = A′µ(x)−∂µΛ(x) and choose A′µ(x) so that it is a solution to the Maxwell
equations in the Stueckelberg gauge. Thus we let

Aµ(x) = aµ(x) +
(α − 1)

2
∂µ(xλaλ(x)) − ∂µΛ(x)

=
(1 + α)

2
aµ(x) +

(α − 1)
2

xλ∂µaλ(x) − ∂µΛ(x)

=
(

1 + α

2

)[
aµ(x) +

(α − 1)
(α + 1)

xλ∂µaλ(x)
]
− ∂µΛ(x)

(2.4.148)

where ∂2aµ(x) = 0 = ∂2Λ(x). Noting that (∂2gµν − ∂µ∂ν)∂ν = 0, we find indeed that
the field equations are obeyed

(∂2gµν +
(

1 − α

α

)
∂µ∂ν)Aν (x)

=
(

α − 1
2

)
∂µ∂2(xλaλ) +

(
1 − α

α

)
∂µ∂λaλ +

(
1 − α

α

)(
α − 1

2

)
∂µ∂2(xλaλ)

=
(

1
α

)(
α − 1

2

)
∂µ∂2(xλaλ) +

(
1 − α

α

)
∂µ∂λaλ

=
(

α − 1
α

)
∂µ∂λaλ +

(
1 − α

α

)
∂µ∂λaλ

= 0. (2.4.149)

So we are adding two Minkowski longitudinal pieces to Aµ; ∂µ(xρaρ) and ∂µΛ, with
Λ being completely arbitrary subject only to ∂2Λ = 0 and thus reflecting the residual
gauge invariance of L.

Now we may apply our Fourier analysis to these terms. Since ∂2aµ(x) = 0, we
have immediately

aµ(x) =
∫

d4k

(2π)4
e−ikx(2π)δ(k2)aµ(~k, k0)

=
∫

d3k

(2π)32ωk
[e−ikxaµ(~k) + e+ikxaµ†(~k)].

(2.4.150)
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Now we need the Fourier transform of ∂µ(xλaλ)

∂µ(xλaλ(x)) = ∂µ
xxλ

∫
d4k

(2π)4
e−ikx(2π)δ(k2)aλ(~k, k0)

= ∂µ
x

∫
d4k

(2π)4

(
i∂

∂kλ
e−ikx

)
(2π)δ(k2)aλ(~k, k0).

(2.4.151)

Integrating by parts we obtain

∂µ(xλaλ(x)) = ∂µ
x

∫
d4k

(2π)4
e−ikx(−i)

∂

∂kλ
[(2π)δ(k2)aλ(~k, k0)]. (2.4.152)

Since ∂λ
k δ(k2) = 2kλ ∂

∂k2 δ(k2) = 2kλδ′(k2), it follows that

∂µ(xλaλ(x)) =
∫

d4k

(2π)4
e−ikx[−2kµkλ(2π)δ′(k2)aλ(~k, k0)

−kµ(2π)δ(k2)∂λ
k aλ(~k, k0)]. (2.4.153)

Thus the Fourier transformation becomes

Aµ(x) =
∫

d3k

(2π)32ωk
[e−ikxaµ(~k) + e+ikxaµ†(~k)]

+
∫

d4k

(2π)4
e−ikx[(1 − α)kµkλ(2π)δ′(k2)aλ(~k, k0) +

(1 − α)
2

(2π)δ(k2)kµ∂λ
k aλ(~k, k0)]

−∂µΛ(x). (2.4.154)

Now Λ may also be expanded

Λ(x) =
∫

d4k

(2π)4
e−ikx(2π)δ(k2)λ(~k, k0) (2.4.155)

so that

∂µΛ(x) = −i

∫
d4k

(2π)4
e−ikx(2π)δ(k2)kµλ(~k, k0). (2.4.156)

Letting −iλ(~k, k0) = + (1−α)
2 ∂λ

k aλ(~k, k0), if we wish, the last two terms in (2.4.154)
cancel and Aµ(x) is equivalent to

Aµ(x) =
∫

d3k

(2π)32ωk
[e−ikxaµ(~k) + e+ikxaµ†(~k)]

+ (1 − α)
∫

d4k

(2π)4
e−ikxkµkν(2π)δ′(k2)aλ(~k, k0),

(2.4.157)
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which was just equation (2.4.139).
Thus, the general expression for Aµ(x) in the Stueckelberg α-gauge is

Aµ(x) = aµ(x) +
(α − 1)

2
∂µ(xλaλ) − ∂µΛ(x). (2.4.158)

In order to specify the gauge completely we must choose Λ and α. Since the algebra for
α 6= 1 is messy and masks the interpretation, let’s for convenience choose the Feynman
gauge α = 1 and postpone fixing Λ for now (that is let Λ = 0 first). Consequently, in
this gauge Aµ(x) = aµ(x) and hence

Aµ(x) =
∫

d3k

(2π)32ωk
[e−ikxaµ(~k) + e+ikxaµ†(~k)] (2.4.159)

and the Euler-Lagrange equations reduce to simply

∂2Aµ(x) = 0. (2.4.160)

Since aµ(~k) is a four-vector we can expand it in terms of our complete orthonormal
basis of polarization vectors associated with the kµ-frame. Hence,

aµ(~k) =
3∑

λ=0

εµ(k, λ)εν (k, λ)gλλaµ(~k). (2.4.161)

We now define
a(λ)(~k) ≡ εµ(k, λ)gλλaµ(~k) (2.4.162)

and
a(λ)

†(~k) ≡ εµ(k, λ)gλλaµ
†(~k) (2.4.163)

for λ = 0, 1, 2, 3 with no summation over λ. Note that we can invert this also

aµ(~k) =
3∑

λ=0

εµ(k, λ)a(λ)(~k) (2.4.164)

aµ†(~k) =
3∑

λ=0

εµ(k, λ)a†
(λ)(~k). (2.4.165)

Thus we can write

Aµ(x) =
∫

d3k

(2π)32ωk

3∑

λ=0

[εµ(k, λ)a(λ)(~k)e−ikx + εµ(k, λ)a(λ)
†(~k)e+ikx]. (2.4.166)
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The inverse of these Fourier transforms is as usual

aµ(~k) = i

∫
d3xe+ikx

↔
∂ 0A

µ(x) =
∫

d3xe+ikx[ωkAµ(x) + iȦµ(x)]

aµ†(~k) = i

∫
d3xAµ(x)

↔
∂ 0e

−ikx =
∫

d3xe−ikx[ωkAµ(x) − iȦµ(x)] (2.4.167)

but we can invert the polarization sum using the above definition

a(λ)(~k) = εµ(k, λ)gλλaµ(~k), (2.4.168)

so we have
a(λ)(~k) = i

∫
d3xεµ(k, λ)gλλe+ikx

↔
∂ 0Aµ(x)

a(λ)†(~k) = i

∫
d3xAµ(x)

↔
∂ 0εµ(k, λ)gλλe−ikx.

(2.4.169)

We can call
Uµ

k,λ(x) ≡ εµ(k, λ)e−ikx (2.4.170)

the positive energy plane wave solution of the wave equation with polarization εµ(k, λ),

∂2Uµ
k,λ(x) = 0, (2.4.171)

and
V µ

k,λ(x) ≡ Uµ
k,λ(x)∗ = εµ(k, λ)e+ikx (2.4.172)

the negative energy plane wave solution of the wave equation with polarization
εµ(k, λ)∗ = εµ(k, λ),

∂2V µ
k,λ(x) = 0. (2.4.173)

Hence the field expansion in terms of plane wave solutions has the usual form

Aµ(x) =
∫

d3k

(2π)32ωk

3∑

λ=0

[Uµ
k,λ(x)a(λ)(~k) + V µ

k,λ(x)a(λ)
†(~k)] (2.4.174)

with inverses
a(λ)(~k) = i

∫
d3xUµ

k,λ(x)∗gλλe+ikx
↔
∂ 0Aµ(x)

a(λ)†(~k) = i

∫
d3xAµ(x)

↔
∂ 0V

µ
k,λ(x)∗.

(2.4.175)
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We can use these expansions to find the commutation relations obeyed by a and
a† as in the scalar case,

[aµ(~k), aν †(~l)] =
∫

x0=y0
d3xd3yeikx−ily{[Ȧµ(x), Aν (y)]iωl

−iωk[Aµ(x), Ȧν (y)] + [Ȧµ(x), Ȧν (y)]

+ωkωl[Aµ(x), Aν (y)]}. (2.4.176)

Recalling equations (2.4.102) the ETCR with α = 1 simply reduce to

δ(x0 − y0)[Ȧµ(x), Ȧν (x)] = igµνδ4(x − y) (2.4.177)

with all others vanishing. Hence

[aµ(~k), aν †(~l)] =
∫

x0=y0
d3xd3yeikx−ilyigµνδ3(~x − ~y)[iωl + iωk]

= −
∫

d3xe−i(~k−~l)·~xgµν(ωl + ωk)

= −(2π)32ωkgµνδ3(~k −~l).

(2.4.178)

Thus the CCR for the Fourier transform operators are

[aµ(~k), aν †(~l)] = −gµν(2π)32ωkδ3(~k −~l)

[aµ†(~k), aν†(~l)] = 0

[aµ(~k), aν(~l)] = 0. (2.4.179)

We obtain the harmonic oscillator creation and annihilation operator CCR but with a
minus sign for a0! We could further expand aµ† and aµ in terms of the polarization
creation and annihilation operators to obtain

εµ(k, λ)gλλ[aµ(~k), aν †(~l)]εν(l, ρ)gρρ = [a(λ)(~k), a(ρ)
†(~l)]

= −gλλgρρg
µν(2π)32ωkδ3(~k −~l)εµ(k, λ)εν(k, ρ)

= −(2π)32ωkδ3(~k −~l)gλρgλλgρρ. (2.4.180)
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Since λ must equal ρ, gλλgρρ = +1. Thus, the polarization creation and annihilation
operator CCR are

[a(λ)(~k), a(ρ)
†(~l)] = −gλρ(2π)32ωkδ3(~k −~l)

[a(λ)
†(~k), a†

(ρ)(~l)] = 0

[a(λ)(~k), a(ρ)(~l)] = 0. (2.4.181)

Again the scalar photon created by a†
(0)(~k) has the wrong sign CCR.

We are next ready to expand the energy-momentum (and angular momentum)
operators in terms of the momentum space creation and annihilation operators. Recall
the expressions for the Hamiltonian and momentum

H = P0 =
∫

d3x[
1
2
Πλ

↔
∂

0

Aλ]

~P =
∫

d3xΠλ ~5Aλ. (2.4.182)

For α = 1 the momenta are

Πµ = Fµ0 − 1
α

gµ0∂λAλ

= ∂µA0 − ∂0Aµ − gµ0∂λAλ,
(2.4.183)

hence
Π0 = −∂λAλ = −Ȧ0 + ∂iAi

Πi = −Ȧi + ∂iA0. (2.4.184)

So the Hamiltonian becomes

H =
∫

d3x
1
2
[(−Ȧ0 + ∂iAi)

↔
∂

0

A0 − (−Ȧi + ∂iA0)
↔
∂

0

Ai]

=
∫

d3x
1
2
[Ä0A0 − Ȧ0Ȧ0 + ∂iAi

↔
∂

0

A0 + ȦiȦi − ÄiAi − ∂iA0
↔
∂

0

Ai],
(2.4.185)

where by parts the two terms indicated cancel yielding

H =
∫

d3x
1
2
[Ȧi

↔
∂

0

Ai − Ȧ0
↔
∂

0

A0]. (2.4.186)
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Plugging in the momentum expansion for Aµ and performing the algebra (or using the
scalar case as a guide) we find

H =
∫

d3k

(2π)32ωk

1
2
ωk

3∑

λ=0

(−gλλ)[aλ†(~k)aλ(~k) + aλ(~k)aλ†(~k)]

=
∫

d3k

(2π)32ωk

3∑

λ=0

ωk[−gλλaλ†
(~k)aλ(~k)] + E0

=
∫

d3k

(2π)32ωk

3∑

λ=0

ωk[−aλ†(~k)aλ(~k)] + E0,

(2.4.187)

with

E0 =
∫

d3k

(2π)32ωk

3∑

λ=0

1
2
ωk[(2π)32ωkδ3(~k − ~k)]. (2.4.188)

As usual E0 is the infinite zero point energy for the four harmonic oscillator modes
which is eliminated by normal ordering the Lagrangian and the energy-momentum
tensor. In a similar manner we obtain the momentum operator

P = −
∫

d3xΠλ ~5Aλ

= −
∫

d3x[(−Ȧ0 + ∂iAi)~5A0 − (−Ȧi + ∂iA0)~5Ai]

= −
∫

d3x[−Ȧ0 ~5A0 + Ȧi ~5Ai + ∂iAi ~5A0 − ∂iA0 ~5Ai]

=
∫

d3x[+Ȧ0 ~5A0 − Ȧi ~5Ai]

(2.4.189)

where integration by parts was used. Fourier expanding the fields and applying the
commutation relations we obtain

~P =
∫

d3k

(2π)32ωk

1
2
~k[−gλλ

3∑

λ=0

(aλ†(~k)aλ(~k) + aλ(~k)aλ†(~k))]

=
∫

d3k

(2π)32ωk

3∑

λ=0

~k[−gλλaλ†
(~k)aλ(~k)]

=
∫

d3k

(2π)32ωk

3∑

λ=0

~k[−aλ†(~k)aλ(~k)].

(2.4.190)
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Thus

Pµ =
∫

d3k

(2π)32ωk

3∑

λ=0

kµ[−gλλaλ†
(~k)aλ(~k)]

=
∫

d3k

(2π)32ωk

3∑

λ=0

kµ[−aλ†
(~k)aλ(~k)]

(2.4.191)

where we have normal orderedL and Tµν to eliminate E0 as usual for bosonic operators,
that is,

L̂ = N [L]

T̂µν = N [Tµν ]

Θ̂µν = N [Θµν ]

M̂µνρ = N [Mµνρ]

(2.4.192)

with Pµ and Mµν now given by

Pµ =
∫

d3xN [Θ0µ]

Mµν =
∫

d3xN [M0µν ]. (2.4.193)

The Euler-Lagrange equations, canonical momenta, and the ETCR remain unchanged.
Thus, we have the Hamiltonian

H =
∫

d3k

(2π)32ωk
ωk[−a0†(~k)a0(~k) + ai†(~k)ai(~k)]. (2.4.194)

We would like to interpret aµ as annihilation operators and aµ† as creation operators.
(Note that associating a0† as an annihilation operator and a0 as a creation operator
leads to further interpretive difficulty. In particular, the energy becomes unbounded
below, i.e.,|~k, 0 >= a0(~k)|0 > and H|~k, 0 >= −ωk|~k, 0 >, hence there is no stable
ground state in such an interpretation.) At first it might appear that H is not positive
and thus there is no ground state, but consider an eigenstate of H denoted by |E >,
H|E >= E|E >, then

Haµ(~k)
†
|E > = [H,aµ(~k)

†
]|E > +aµ(~k)

†
H|E >

= (E + ωk)aµ(~k)
†
|E > .

(2.4.195)

237



Because of the presence of (−gµν) in the CCR, the minus sign for the a0† particle
cancels to give a positive energy. As usual, we have a state of lowest energy which we
define to have zero energy and no particles. Hence the ground state, |0 >, is defined
by

aµ(~k)|0 >= 0 for all ~k and µ. (2.4.196)

Thus |0 > has zero energy, momentum and angular momentum

Pµ|0 >= 0

Mµν |0 >= 0. (2.4.197)

As usual we find that aµ(~k)
†

creates states (particles) with momentum ~k while aµ(~k)
annihilates the same. To clarify this and the angular momentum of the states further
let’s find the commutator of Pµ and Mµν with aµ and aµ†. Starting with

[Pµ, Aλ(x)] = −i∂µAλ(x)

[Mµν, Aλ(x)] = −i[(xµ∂ν − xν∂µ)Aλ(x) + (gµλgνρ − gνλgµρ)Aρ(x)] (2.4.198)

in coordinate space we obtain for the creation and annihilation operators

[Pµ, aλ(~k)] = −kµaλ(~k)

[Pµ, aλ†
(~k)] = +kµaλ†

(~k)

[Mµν , aλ(~k)] = i

∫
d3xe+ikx

↔
∂ 0[−i(xµ∂ν − xν∂µ)Aλ(x)]

−i(gµλgνρ − gνλgµρ)aρ(~k)

[Mµν , aλ†
(~k)] = i

∫
d3x[−i(xµ∂ν − xν∂µ)Aλ(x)

↔
∂ 0e

+ikx]

−i(gµλgνρ − gνλgµρ)aρ
†(~k). (2.4.199)

We must further consider which operators among Pµ and Mµν commute and
hence, have eigenvalues which label the states. As in the fermi case, we begin by
choosing our states to be translationally invariant states, that is, the eigenvalues of Pµ

and P2 will label the states. For photons the P2 eigenvalue of 0 labels the single particle
states; so we can label the one particle states by the ~P eigenvalue |~k >, ~P|k >= ~k|~k >
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;P0|~k >= |~k||~k > since P2|~k >= 0. In addition, we will use the Pauli-Lubanski vector
Wµ to further label the single photon states. Since Wµ and Pµ are both vectors we can
consider going to a frame in which kµ = (k, 0, 0, k) for the one particle states. Since
WµPµ = 0, we have W 3 = W 0. Using the [Wµ,W ν ] = −iεµνρσWρPσ commutator
applied to a one photon state in this frame we find

[W 1,W 2] = 0

[W 3,W 1] = −ikW 2

[W 3,W 2] = +ikW 1. (2.4.200)

These are the commutation relations for rotations in a plane with generator W 3 and
translations in the plane generated by (W 1,W 2); this is the Euclidean group of motion
in a plane called E2. Thus, W 1 and W 2 can take on any value, they have continuous
eigenvalues. It then follows that W 2 = WµWµ is not quantized and its eigenvalues are
zero and W 2 < 0. W 2 < 0 corresponds to states with continuous spin not photons (such
single particle states are not observed in nature) the photon states have W 2 = 0, that is,
W 1 = W 2 = 0 eigenvalues. So since we already have W 0 = W 3 in this frame, k0 = k3;
that is kµ = (k, 0, 0, k), we have that Wµ|~k >∝ Pµ|~k > for the single photon states.
Since Wµ and Pµ transform the same way under Lorentz transformations, they are four-
vectors, proportionality in one frame is the same proportionality in all frames, hence,
Wµ = −λPµ for massless single photon states (note that W 2 = λ2P2 = 0 as required)
where λ is the constant of proportionality and is Lorentz invariant. Furthermore,

−λ =
W 0

P0
= −

~J · ~P
|~P|

(2.4.201)

or on the |~k > state

λ =
~J · ~k
|~k|

(2.4.202)

the projection of the angular momentum along the direction of motion, the helicity.
In the special frame λ = J3 the third component of the angular momentum, hence in
general, λ has eigenvalues λ = 0,±1

2 ,±1, · · ·. For the single photon states we see that
λ = ±1 for circularly polarized right-handed and left-handed photons and because we
have two unphysical states, λ = 0 has a multiplicity of two, one for the longitudinal
photon, partner of the λ = ±1 photons, and the scalar photon. Thus as we discussed in
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the introduction the states are labeled by the complete set of commuting observables
(P2 = 0,W 2 = 0, ~P, λ = ~J ·~k

|~k|
) as well in our case the fact that they are longitudinal,

scalar, or transverse photons, that is, the other observable in our non-interacting case
is the number operator for each type of photon

N(λ) ≡ −
∫

d3k

(2π)32ωk
gλλa†

(λ)(~k)a(λ)(~k). (2.4.203)

So we are as usual interested in not all of the components of Mµν but in J i =
1
2
εijkMij , thus we find

[Mjl, aλ(~k)] = −i(kj∂l
k − kl∂j

k)aλ(~k) − i(gjλglρ − glλgjρ)aρ(~k)

[Mjl, aλ†
(~k)] = −i(kj∂l

k − kl∂j
k)aλ†

(~k) − i(gjλglρ − glλgjρ)aρ
†(~k). (2.4.204)

This yields
[J i, aλ(~k)] = −iεijlki∂l

kaλ(~k) − iεijlgjλal(~k)

[J i, aλ†
(~k)] = −iεijlki∂l

kaλ†
(~k) − iεijlgjλal†(~k). (2.4.205)

So the helicity operator λ = ~J ·~k
|~k|

yields

[
~J · ~k
|~k|

, aλ(~k)] = −iεijlgjλ ki

|~k|
al(~k)

[
~J · ~k
|~k|

, aλ†
(~k)] = −iεijlgjλ ki

|~k|
al†(~k). (2.4.206)

Thus the helicity commutators become

[
~J · ~k
|~k|

, a0(~k)] = 0

[
~J · ~k
|~k|

, a0†(~k)] = 0

[
~J · ~k
|~k|

, al(~k)] = −iεilj ki

|~k|
aj(~k)

[
~J · ~k
|~k|

, al†(~k)] = −iεilj ki

|~k|
aj†(~k). (2.4.207)
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Now we see the meaning of expanding aλ and aλ† in terms of polarization vectors

[
~J · ~k
|~k|

, a(λ)(~k)] = εµ(k, λ)gλλ[
~J · ~k
|~k|

, aµ(~k)]

= −iεijlgj
µ

ki

|~k|
εµ(k, λ)gλλ

3∑

ρ=0

εl(k, ρ)a(ρ)(~k)

= −i
ki

|~k|
εijl

3∑

ρ=0

εj(k, λ)gλλεl(k, ρ)a(ρ)(~k)

= −i
3∑

ρ=0

gλλ

~k

|~k|
· (~ε(k, λ) × ~ε(k, ρ)) a(ρ)(~k).

(2.4.208)

But recall for λ = 0 that ~ε(k, 0) = 0 and for λ = 3 that ~ε(k, 3) = ~k/|~k|, thus

~k

|~k|
· (~ε(k, λ) × ~ε(k, ρ)) =

{ 0 for λ = 0,
ελρ3 for λ = 1, 2 ,
0 for λ = 3.

(2.4.209)

Hence we find

[
~J · ~k
|~k|

, a(0)(~k)] = 0

[
~J · ~k
|~k|

, a(3)(~k)] = 0

[
~J · ~k
|~k|

, a(1)(~k)] = +ia(2)(~k)

[
~J · ~k
|~k|

, a(2)(~k)] = −ia(1)(~k)

(2.4.210)

and similarly

[
~J · ~k
|~k|

, a†
(0)(~k)] = 0

[
~J · ~k
|~k|

, a†
(3)(~k)] = 0

[
~J · ~k
|~k|

, a†
(1)(~k)] = +ia†

(2)(~k)

[
~J · ~k
|~k|

, a†
(2)(~k)] = −ia†

(1)(~k).

(2.4.211)
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As usual we go over to circularly polarized photons, the helicity eigenstates,

a±(~k) ≡ ± 1√
2
[a(1)(~k) ∓ ia(2)(~k)]

a†
± ≡ ± 1√

2
[a†

(1)(~k) ± ia†
(2)(~k)]. (2.4.212)

It then follows that

[
~J · ~k
|~k|

, a(0)(~k)] = 0 = [
~J · ~k
|~k|

, a(3)(~k)]

[
~J · ~k
|~k|

, a†
(0)(~k)] = 0 = [

~J · ~k
|~k|

, a†
(3)(~k)]

[
~J · ~k
|~k|

, a±(~k)] = ∓a±(~k)

[
~J · ~k
|~k|

, a†
±(~k)] = ±a†

±(~k). (2.4.213)

So finally we have the commutators of the creation and annihilation operators with the
commuting observables;

[Pµ, a(λ)(~k)] = −kµa(λ)(~k)

[Pµ, a†
(λ)(~k)] = +kµa†

(λ)(~k)

[
~J · ~k
|~k|

, a(0)(~k)] = 0 = [
~J · ~k
|~k|

, a(3)(~k)]

[
~J · ~k
|~k|

, a†
(0)(

~k)] = 0 = [
~J · ~k
|~k|

, a†
(3)(

~k)]

[
~J · ~k
|~k|

, a±(~k)] = ∓a±(~k)

[
~J · ~k
|~k|

, a†
±(~k)] = ±a†

±(~k). (2.4.214)

As we have seen earlier, the lowest energy state is normalized to zero energy by defini-
tion; a(λ)(~k)|0 >= 0 for all ~k and λ, so that Pµ|0 >= 0 and Mµν |0 >= 0. The single

242



particle states are given by their momentum ~k and helicity 0, 0,±1 and whether it is a
longitudinal, scalar, or transverse photon. For the transverse photons

|~k,± >≡ a†
±(~k)|0 > (2.4.215)

while for the scalar photon
|~k, 0 >≡ a†

(0)(~k)|0 > (2.4.216)

and the longitudinal photon

|~k, 3 >≡ a†
(3)(~k)|0 > . (2.4.217)

In general we have
~P|~k, λ >= ~k|~k, λ >, λ = 0, 3,±
~J · ~k
|~k|

|~k, λ >= ±|~k, λ >, λ = ±

~J · ~k
|~k|

|~k, λ >= 0, λ = 0, 3.

(2.4.218)

Thus, a(λ)†(~k) creates photons with momentum ~k and helicity ±1 for λ = ± and 0 for
λ = 0, 3. Likewise, a(λ)(~k) annihilates the same photons.

The inner product of the one photon states is given by the commutator of a and
a†

[a(λ)(~k), a†
(ρ)(~l)] = −gλρ(2π)32ωkδ3(~k −~l). (2.4.219)

Thus

< ~k, λ|~l, ρ >=< 0|a(λ)(~k)a†
(ρ)(~l)|0 >= −gλρ(2π)32ωkδ3(~k −~l). (2.4.220)

We now see our problem of negative norm appearing for the scalar photon

< ~k, 0|~l, 0 >= −(2π)32ωkδ3(~k −~l), (2.4.221)

we cannot apply the usual quantum mechanical probabilistic interpretation to these
states. The state space is no longer a Hilbert space (only a Fock space) since the “inner
product” does not have the correct inner product properties. However, this does not
overly disturb us since we already know that the scalar and longitudinal photons are
unphysical degrees of freedom, only the transverse photons are physical and only these
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states need to form a Hilbert space. More generally speaking, the multi-particle states
can be made by repeat application of the creation operators

|(~k1, λ1), · · · , (~kn, λn) >= a†
(λ1)

(~k1) · · · a†
(λn)(~kn)|0 > . (2.4.222)

These states have the energy-momentum

Pµ|(~k1, λ1), . . . , (~kn, λn) = (
n∑

i=1

kµ
i )|(~k1, λ1), . . . , (~kn, λn) > . (2.4.223)

With the number density operator for photons with momentum ~k and helicity λ given
by

N(λ)(~k) ≡ 1
(2π)32ωk

(−gλλ)a†
(λ)(~k)a(λ)(~k) (2.4.224)

we have

N(λ)(~k)|(~k1, λ1), . . . , (~kn, λn) >= (
n∑

i=1

δ3(~k − ~ki)δλλi)|(~k1, λ1), . . . , (~kn, λn) > .

(2.4.225)
The n-particle state has norm

< (~k1, λ1), . . . , (~kn, λn)|(~l1, ρ1), . . . , (~ln, ρn) >

= δmn

∑

(1,...,n)→(i1,...,in)

n∏

a=1

[−gλaρia
(2π)3(2ωka)δ3(~ka −~lia )]. (2.4.226)

Hence, we see that states with an odd number of scalar photons have negative norm.
As usual our full Fock space V is made as a direct sum of these n-particle spaces

V = |0 > ⊕|~k, λ > ⊕
(
|(~k1, λ1) > ⊗|~k2, λ2 >

)
⊕ · · · . (2.4.227)

¿From this space we would like to pick out in a Lorentz covariant way a physical
subspace HPhys ⊂ V which has positive norm and whose states describe the physical
photon states. We also must have the observable operators when projected on the
physical subspace yield the same matrix elements as we found in the Coulomb gauge.
Clearly the physical space is spanned by the states that involve only the transverse
photons. The means to define the states in this space in a Lorentz covariant way was
found by Gupta and Bleuler in 1950. Since the matrix elements of the vector potential
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go over for states with a large number of photons to the classical Maxwell value of the
field, they should be solutions to the Maxwell equations. But since we added a gauge
fixing term to the Lagrangian this is spoiled unless

< Ψ|∂µAµ(x)|Φ >= 0 (2.4.228)

for |Ψ > and |Φ > physical states. Since ∂µAµ(x) always obeys a free wave equation
even in the presence of a conserved current, we can always expand ∂µAµ(x) in terms of
positive and negative frequency fields in a Lorentz invariant way. Gupta and Bleuler
were able to define the physical subspace by those states for which

∂µAµ+(x)|Φ >= 0. (2.4.229)

If ∂µAµ+(x)|Φ >= 0, then < Φ|∂µAµ−(x) = 0, so that < Ψ|∂µAµ(x)|Φ >= 0 and the
Maxwell equations are recovered for the matrix elements.

Let’s study the structure of this HPhys more carefully. Recall the creation and
annihilation operators involved in ∂µAµ(x)

i∂µAµ(x) =
∫

d3k

(2π)32ωk
[kµaµ(~k)e−ikx − kµaµ†(~k)e+ikx]

=
∫

d3k

(2π)32ωk

3∑

λ=0

kµεµ(k, λ)[a(λ)(~k)e−ikx − a†
(λ)(~k)e+ikx].

(2.4.230)

Now for our εµ(k, λ) polarization vectors

kµεµ(k, λ) =





k0 for λ = 0,
0 for λ = 1, 2 ,
−|~k| for λ = 3

(2.4.231)

hence we have

i∂µAµ(x) =
∫

d3k

(2π)32ωk
ωk[(a(0)(~k) − (a(3)(~k))e−ikx − (a†

(0)(~k) − a†
(3)(~k))e+ikx].

(2.4.232)
Thus, we see that

∂µAµ+(x)|Φ >=
∫

d3k

(2π)32ωk
e−ikx

3∑

λ=0

ωk[a(0)(~k) − a(3)(~k)]|Φ > (2.4.233)
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and that ∂µAµ+(x)|Φ >= 0 implies

[a(0)(~k) − a(3)(~k)]|Φ >= 0. (2.4.234)

Hence, if |Φ > is an element of HPhys then

a(0)(~k)|Φ >= a(3)(~k)|Φ > . (2.4.235)

Clearly, |Φ > consisting of only transverse modes is a solution to this, but it is not the
most general solution. Note in general

|Φ >= |Φtr > |Φ̂ > (2.4.236)

where |Φtr > is made from transverse photons only and |Φ̂ > is such that

[a(0)(~k) − a(3)(~k)]|Φ̂ >= 0 (2.4.237)

and contains no transverse photons. Note that because of the vanishing commutator

[(a(0)(~k) − a(3)(~k)), (a†
(0)(

~l) − a†
(3)(

~l))]

= [a(0)(~k), a†
(0)(~l)] + [a(3)(~k), a†

(3)(~l)]

= −(2π)32ωkδ3(~k −~l) + (2π)32ωkδ3(~k −~l)

= 0 (2.4.238)

or, calling (a(0)(~k) − a(3)(~k)) ≡ G(~k), equation (2.4.238) becomes

[G(~k),G†(~l)] = 0, (2.4.239)

we have
G(~k)G†(~k1) · · · G†(~kn)|0 >= 0. (2.4.240)

The most general state |Φ̂ > has definite numbers of scalar and longitudinal photons
and is given by

|Φ̂ >= [1 +
∫

d3k

(2π)32ωk
c(~k)G†(~k)

+ · · ·+
∫

d3k1

(2π)32ωk1

· · ·
∫

d3kn

(2π)32ωkn

c(~k1, . . . , ~kn)G†(~k1) · · · G†(~kn)+· · ·]|0 > (2.4.241)
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where |0 > is the aµ(~k)|0 >= 0 state. Note that these |Φ̂ > states have a unit norm
since

< 0|G(~k1) · · · G(~kn)|G†(~l1) · · · G†(~lm)|0 >= 0. (2.4.242)

These are zero norm states except for |0 >, so < Φ̂|Φ̂ >=< 0|0 >= 1. Hence, any
physical state |Φ >= |Φtr > |Φ̂ > and |Ψ >= |Ψtr > |Ψ̂ > has an inner product

< Φ|Ψ >=< Φtr|Ψtr > . (2.4.243)

So allowed admixtures of scalar and longitudinal states do not affect the norm of the
transverse state vectors. Since these are positive this is a positive norm or scalar
product.

Furthermore, when we calculate the physical state matrix elements of products of
vector potential operators these will only depend on the transverse parts of these fields.
In particular, consider the matrix elements of the energy- momentum operator

Pµ =
∫

d3k

(2π)32ωk

3∑

λ=0

kµ[−aλ†(~k)aλ(~k)]

=
∫

d3k

(2π)32ωk
(−kµ)

3∑

λ=0

3∑

ρ=0

ελ(k, ρ)
3∑

κ=0

ελ(k, κ)a†
(ρ)(~k)a(κ)(~k)

=
∫

d3k

(2π)32ωk

3∑

ρ=0

3∑

κ=0

(−kµ)gρκa†
(ρ)(~k)a(κ)(~k)

=
∫

d3k

(2π)32ωk

3∑

ρ=0

kµ[−gρρa
†
(ρ)(

~k)a(ρ)(~k)].

(2.4.244)

Thus, Pµ = Pµ
tr + P̂µ with

Pµ
tr =

∫
d3k

(2π)32ωk

2∑

ρ=1

kµa†
(ρ)(~k)a(ρ)(~k)

P̂µ =
∫

d3k

(2π)32ωk
kµ[a†

(3)(~k)a(3)(~k) − a†
(0)(~k)a(0)(~k)]

=
∫

d3k

(2π)32ωk
(−kµ)[a†

(3)(~k)G(~k) + G†(~k)a(0)(~k)].
(2.4.245)
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Now the physical state matrix elements of Pµ are

< Ψ|Pµ|Φ > =< Ψ|Pµ
tr|Φ > + < Ψ|P̂µ|Φ >

=< Ψtr|Pµ
tr|Φtr >< Ψ̂|Φ̂ > + < Ψtr|Φtr >< Ψ̂|P̂µ|Φ̂ >

(2.4.246)

but

< Ψ̂|(a†
(3)(~k)a(3)(~k) − a†

(0)(~k)a(0)(~k))|Φ̂ >

=< Ψ̂|(a†
(3)(

~k) − a†
(0)(

~k))a(3)(~k)|Φ̂ >

= 0 (2.4.247)

by means of the subsidiary condition ∂µAµ+(x)|Φ̂ >= 0. Consequently, since <

Ψ̂|(a†
(3)(~k) − a†

(0)(~k)) = 0,

< Ψ̂|P̂µ|Φ̂ >= 0. (2.4.248)

The scalar and longitudinal photon contribution to Pµ cancels for the physical states.
Since < Ψ̂|Φ̂ >= 1,

< Ψ|Pµ|Φ >=< Ψtr|Pµ
tr|Φtr > . (2.4.249)

Thus the energy-momentum vector has the same matrix elements as we found in the
Coulomb gauge and they are positive for P0 = H. That is the physical states, by the
subsidiary condition, contain the same number of longitudinal as scalar photons for
each momentum ~k. The number operator for each momentum being a†

(0)(~k)a(0)(~k) for

scalar photons and a†
(3)(~k)a(3)(~k) for longitudinal photons. Between physical states

< Ψ|a†
(0)(~k)a(0)(~k)|Φ >=< Ψ|a†

(3)(~k)a(3)(~k)|Φ > . (2.4.250)

In general we can show that for |Ψ > and |Φ > elements of HPhys

< Ψ|Aµ1 (x1) · · ·Aµn(xn)|Φ >=< Ψtr|Atr
µ1

(x1) · · ·Atr
µn

(xn)|Φtr > (2.4.251)

where

Atr
µ (x) =

∫
d3k

(2π)32ωk

2∑

λ=1

εµ(k, λ)[a(λ)(~k)e−ikx + a†
(λ)(~k)e+ikx]. (2.4.252)
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Notice that

Aµ(x) = Atr
µ (x) +

∫
d3k

(2π)32ωk
[(nµa(0)(~k) +

kµ

ωk
a(3)(~k) − nµa(3)(~k))e−ikx

+ (nµa†
(0)(~k) +

kµ

ωk
a†
(3)(~k) − nµa†

(3)(~k))e+ikx]

= Atr
µ (x) + nµ

∫
d3k

(2π)32ωk
[G(~k)e−ikx + G†(~k)e+ikx]

+
∫

d3k

(2π)32ωk

kµ

ωk
[a(3)(~k)e−ikx + a†

(3)(~k)e+ikx].

(2.4.253)

Hence for physical states we find

< Ψ|Aµ(x)|Φ >=< Ψtr|Atr
µ (x)|Φtr >

+ < Ψtr|Φtr >< Ψ̂|
∫

d3k

(2π)32ωk

kµ

ωk
[a(3)(~k)e−ikx + a†

(3)(
~k)e+ikx]|Φ̂ > . (2.4.254)

But defining the function

Λ(x) ≡< Ψ̂|
∫

d3k

(2π)32ωk

i

ωk
[a(3)(~k)e−ikx − a†

(3)(~k)e+ikx]|Φ̂ > (2.4.255)

we note that ∂2Λ = 0 and we have

< Ψ|Aµ(x)|Φ >=< Ψtr|Atr
µ (x)|Φtr > +∂µΛ(x). (2.4.256)

Said differently we can always choose a gauge so that

< Ψ|A′
µ(x)|Φ >=< Ψtr|Atr

µ (x)|Φtr > (2.4.257)

with A′
µ = Aµ + ∂µΛ and Λ an operator now. From this, and the fact that Atr

µ and G
commute, we can show that with such a gauge choice

< Ψ|Aµ1(x1) · · ·Aµn(xn)|Φ >=< Ψtr|Atr
µ1

(x1) · · ·Atr
µn

(xn)|Φtr >, (2.4.258)

as stated above.
To summarize: The indefinite metric space, V, is constructed from its vacuum state

|0 >, a(λ)(~k)|0 >= 0 for all ~k and λ by the action of creation operators a†
(λ)(~k). This

space has negative norm states in it corresponding to odd numbers of scalar photons.
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As well it contains unphysical longitudinal photon states. The physical subspace of
states in V, HPhys, is obtained by considering states that obey the Gupta-Bleuler
subsidiary condition ∂µAµ+(x)|Φ >= 0. The set of all such states forms a pre-Hilbert
space. By separating out the zero norm subspace of states {(G†(~k1) · · · G†(~kn)|Φ >)},
that is by considering equivalence classes of states, we find the states in a positive norm
Hilbert space |Φ >= |Φtr > |Φ̂ > where |Φtr > is made from transverse photons only
and

|Φ̂ >= [1 +
∫

d3k

(2π)32ωk
c(~k)G†(~k) + · · ·

+
∫

d3k1

(2π)32ωk1

· · ·
∫

d3kn

(2π)32ωkn

c(~k1, . . . , ~kn)G†(~k1) · · · G†(~kn) + · · ·]|0 > . (2.4.259)

Then we have

< Ψ|Aµ1 (x1) · · ·Aµn(xn)|Φ >=< Ψtr|Atr
µ1

(x1) · · ·Atr
µn

(xn)|Φtr > (2.4.260)

and in particular < Ψ|Pµ|Φ >=< Ψtr|Pµ
tr|Φtr > as in the Coulomb gauge. The sub-

sidiary condition guarantees that the scalar and longitudinal photons are unobservable.
The states |Φ > and |Φtr > are physically indistinguishable. Mathematically they cor-
respond to different choices of gauge Λ with ∂2Λ = 0. Thus, we see the price we must
pay for keeping Lorentz invariance manifest. The vector field Aµ creates states which
are unphysical as well as physical. The Gupta- Bleuler subsidiary condition defines
in a covariant manner the physical subspace of states. As we have seen it is more
convenient in intermediate steps to calculate in a Lorentz invariant manner. Hence, we
will only work in such gauges from now on, the physical quantities, i.e. the physical
state matrix elements of observables, will be independent of gauge as guaranteed by
the Gupta-Bleuler procedure.

We are now in a position to calculate the covariant commutators, Wightman func-
tions and time ordered products. In the Feynman gauge

[Aµ(x), Aν (y)] = [Aµ+(x), Aν−(y)] + [Aµ−(x), Aν+(y)]. (2.4.261)

As usual we find
[Aµ+(x), Aν−(y)] = −gµνi∆+(x − y)

[Aµ+(x), Aν−(y)] = −gµνi∆−(x − y)
(2.4.262)

so that
[Aµ(x), Aν (y)] = −gµνi∆(x − y), (2.4.263)
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So applying this to the time ordered functions, the time derivatives of θ(x0 − y0) and
θ(y0 − x0) give the equal time commutation relations

(∂2
xgµν +

(
1 − α

α

)
∂µ

x∂ν
x)TAν (x)Aλ(y)

= δ(x0 − y0)[Ȧµ(x), Aλ(y)] +
(

1 − α

α

)
gµ0δ(x0 − y0)[Ȧ0(x), Aλ(y)]

= igµλ[1 + (α − 1)gµ0]δ4(x − y) +
(

1 − α

α

)
gµ0ig0λαδ4(x − y)

= igµλδ4(x − y). (2.4.270)

Thus we secure

(∂2
xgµν +

(
1 − α

α

)
∂µ

x∂ν
x) < 0|TAν(x)Aλ(y)|0 >= igµλδ4(x − y). (2.4.271)

Now Fourier transforming with the definition

< 0|TAν(x)Aλ(y)|0 >=
∫

d4k

(2π)4
e−ik(x−y)∆̃ λ

Fν (k), (2.4.272)

since < 0|TAν(x)Aλ(y)|0 >=< 0|TAν(x − y)Aλ(0)|0 > by translation invariance. So
the differential equation implies

(−k2gµν −
(

1 − α

α

)
kµkν)∆̃ λ

Fν (k) = igµλ. (2.4.273)

The four-by-four matrix on the left hand side can be easily inverted since we can write
it as projectors. We define the (Minkowski) transverse projector as

Pµν
T ≡ gµν − kµkν

k2

and the (Minkowski) longitudinal projector as

Pµν
L ≡ kµkν

k2
. (2.4.274)

These are projectors since
Pµν

T + Pµν
L = gµν
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Pµν
T PTνλ = Pµ

Tλ

Pµν
L PLνλ = Pµ

Lλ

Pµν
T PLνλ = 0. (2.4.275)

The propagator equation is then

(−k2Pµν
T − k2 1

α
Pµν

L )∆̃ λ
Fν (k) = igµλ. (2.4.276)

The beauty of projectors is that any matrix written as a sum over them

Mµν = aPµν
T + bPµν

L (2.4.277)

has an inverse, M−1µνM λ
ν = gµλ, given by

M−1µν =
1
a
Pµν

T +
1
b
Pµν

L . (2.4.278)

Hence, we see that the propagator in momentum space becomes

∆̃µν
F (k) = − i

k2
Pµν

T − iα

k2
Pµν

L . (2.4.279)

We see the difficulty of not adding the gauge fixing Stueckelberg term α → ∞. We
cannot invert the field equations to find the propagator. Thus we have

∆̃µν
F (k) = − i

k2
gµν − i

k2
(α − 1)

kµkν

k2
. (2.4.280)

Of course we must have the correct boundary conditions for the propagator, that is,
we must go around the poles at k0 = ±ωk in the usual way. Consequently,

< 0|TAµ(x)Aν (y)|0 >= ∆µν
F (x − y)

=
∫

d4k

(2π)4
e−ik(x−y)[

−i

k2 + iε
gµν − i

k2 + iε
(α − 1)

kµkν

k2 + iε
]. (2.4.281)

Notice at α = 1 we recover the familiar Feynman gauge results

< 0|TAµ(x)Aν (y)|0 > |α=1 = −gµν∆µν
F (x − y) = −gµνDF (x − y). (2.4.282)
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