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A B S T R A C T   

Fluid flow through fractures is intimately linked to the fracture surfaces that define the void geometry through 
which fluids flow. Thus, an understanding of what controls fracture surface roughness is essential to the 
development of models for predicting fluid transport through fractured rock. The difficulty in predicting surface 
roughness arises from the complexity of rock which is inherently heterogeneous and nonuniform in composition, 
fabric, and structural components, even when samples are acquired from the same rock mass. Here, a 
benchmarked-simulation approach motivated from geo-architected 3D printed synthetic gypsum rocks is used to 
provide insight into the competing contributions from fabric and layering on fracture roughness formation. 
Simulation results from a discrete element model (Particle Flow Code, Itasca Consulting Group, Inc.) clearly 
indicate that the relative orientation between mineral layers and in-layer mineral fabric, and the variability in 
mineral bonding strengths determine whether anisotropic corrugated surfaces or isotropic surfaces are formed. 
Weak mineral layers oriented perpendicular to the applied load resulted in strong roughness anisotropy. Peak 
failure loads were found to vary up to 30% depending on the strength of the mineral fabric at the location of 
fracture initiation, which provides insight into the observed high variability in strength values of natural rock. 
The uniqueness of induced fracture roughness and peak failure load is intimately linked to layering, mineral 
fabric, and their distribution in the rock. These findings have important implications for any architected material 
fabricated through serial printing of layers with local compositional heterogeneity.   

1. Introduction 

Layered rock often exhibits anisotropic material properties as well as 
strong spatial variability in response to applied loads because of the 
heterogeneous distributions of minerals within and among the layers. 
When layered rock is subjected to large stresses from fluid pressure, 
thermal stress, or other external perturbations, damage often results in 
the form of micro-fractures. Micro-fractures can coalesce into a process 
zone, which can eventually lead to macroscale fractures [1]. Natural 
fractures in layered rocks may have corrugated surfaces (Fig. 1(a–c)), 
which enables unobstructed fluid flow in the direction parallel to the 
corrugation ridges [2] (Fig. 1d). Understanding the material properties 
and the physical-chemical mechanisms that give rise to corrugated 
fracture surfaces in layered rocks can significantly benefit 

unconventional oil and gas recovery, geothermal stimulation, and car
bon storage, through the prediction of fracture geometry to aid the 
optimization of energy production from the Earth’s subsurface. 

Previous studies suggest that fracture roughness and multi-scale 
mechanical properties are affected by grain size, failure mode, stress 
history, mineralogy, rock fabric, stress orientations, and geochemical 
interactions that can alter bond strengths of constituents [3–8]. More 
recent studies found that fracture toughness and roughness are strongly 
influenced by the layer and mineral fabric orientations in the rock [9,10] 
because both introduce mechanical anisotropy to the rock. Layering 
(lamination or bedding planes) is usually viewed as potential “planes of 
weakness” because it features low tensile and shear resistance to failure, 
leading to preferential failure paths along which fractures propagate, 
even when the initial fracture growth is perpendicular to the bedding 
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planes [11]. Mineral fabrics in rocks introduce mechanical anisotropy 
through the interplay of strain history, localized strength distribution, 
and preferred mineral orientation [12–16]. Mechanical anisotropy can 
cause fracture propagation to deviate from a straight path. Although 
rock layering and mineral fabrics are clearly linked to fracture toughness 
and roughness, predicting the fracturing behavior of natural rocks re
mains difficult because of their inherent heterogeneity [8,17]. Labora
tory tests using natural rock samples often vary significantly in test 
results. For example, the fracture toughness of natural shale specimens 
may exhibit a range of variability due to local heterogeneity for the same 
relative layering orientation with respect to the direction of loading 
[18]. 

A recent study [19] created “geo-architected” rock specimens 
through additive manufacturing (i.e., 3D printing) which enabled con
trol over layer and mineral fabric orientation. The “geo-architected” 
rocks were printed by bonding bassanite (calcium sulfate hemi-hydrate, 
2CaSO4⋅H2O) layers with a proprietary water-based binder agent that 
produced gypsum (CaSO4⋅2H2O) as a reaction product (gyp
sum-bassanite bonds). The spreading pattern of the binder agent formed 
in-layer mineral fabrics (gypsum-gypsum bonds). The orientation of the 
mineral fabric was determined by the direction of movement of the 
spray nozzle (Fig. 2a). The gypsum formed stronger bonds between 
gypsum crystals than with bassanite, resulting in the anisotropy in me
chanical properties. Optical images of thin sections from the samples 
display the mineral fabric (Fig. 2c) and layering (Fig. 2d and e) and both 
resulted from the 3D printing process. Results from three-point bending 
(3 PB) tests on center-notched 3D printed rocks showed that the in-layer 
fabric orientation affected the fracture toughness and fracture roughness 
of the specimens [19]. Reconstruction of the fracture surfaces from X-ray 
tomographic reconstructions indicated that the fracture path deviated 
from the vertical plane (Fig. 2b), forming corrugations (Fig. 2b) in some 
instances. The study [19] found that the fracture trace geometry was 
affected by layering and in-layer fabric orientation. Both factors 
contributed to the resistance to cracking and caused the propagating 

fracture to deviate. However, it is challenging to study the individual 
effects of the structural and fabric components on the fracturing mech
anisms in the laboratory tests. Three-point bending (3 PB) test results on 
specimens with similar structural arrangement showed noticeable dif
ferences in fracture roughness and peak loads (around ~10% compared 
to ~25% in natural rocks [20]). While this variation can normally be 
explained by natural heterogeneity in natural rocks, it cannot be easily 
justified using 3D printed samples. In addition, the experiments showed 
that strongly corrugated surfaces occurred when the geometric tough
ening from the layers and fabric acted in the same direction; isotropic 
fracture surface roughness (non-corrugated) was obtained when the 
fracture failure path was perpendicular to both the layering and the 
fabric (i.e., the resistance to failure from the fabric and layers acted in 
orthogonal directions). The objective of this paper is to quantitatively 
investigate the impact of fabric and layering on the fracture toughness of 
the 3D printed gypsum, and their impact on the roughness of the fracture 
produced during 3 PB tests. We achieve this by performing computa
tional simulations using a discrete element model. 

2. Numerical model 

We built a digital rock model using a discrete element method (DEM) 
[22] to quantify how layer orientation, in-layer mineral fabric, and 
variability of mineral bonding strength affect fracture roughness and 
peak loads in three-point bending (3 PB) loading tests. The rock is 
simulated as an ensemble of particles that are bonded. The constitutive 
model for the particle interaction mimics the cementation of granular 
materials [23]. Fracture propagation is represented by bond breakages 
(micro-cracks) that can coalesce into a macroscale fracture and can 
propagate through inter-particle contacts. Spatially distributed physical 
properties can be assigned to particles and contact bonds to simulate 
layering and mineral fabric, separately. We used the commercially 
available software package, Particle Flow Code 3D (PFC 3D, Itasca 
Consulting Group, Inc.) to reproduce the geometry and mechanical 

Fig. 1. (a) Moab fault, near the entrance to Arches national park (courtesy of Yoon), Utah. (b) & (c) sedimentary rock, Lederderg State Park, Australia (2019 courtesy 
of Pyrak-Nolte). (d) Fractures with strong roughness anisotropy (corrugation) can lead to strong anisotropy in hydraulic conductivity because fluid flow parallel to 
the corrugation ridges is relatively unobstructed compared to flow in the perpendicular direction. 
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behavior of the geo-architected rock used in three-point bending tests (3 
PB) [19]. 

The digital rock model consists of mechanically bonded particles of a 
uniform size (423 μm in diameter). The model is 7.62 cm in length, 2.54 
cm in height, and 1.27 cm in thickness (180 × 60 × 30 particles, 
respectively), representing the external dimensions of the laboratory 
samples [19]. The size of the particles in the numerical model is chosen 
to approximate the behavior of the samples in the laboratory, while 
balancing computational cost. There is a center notch (0.13 cm by 0.51 
cm) on each sample. The different simulated geometries are labeled 
using the conventional classification of layered specimens (arrester, 
divider, and short traverse [19]) that is based on the orientation of the 
layers relative to the fracture propagation plane (Fig. 3a). Each geom
etry has two variants because the orientation of the in-layer mineral 
fabric depends on the direction of the printer head movement during 
printing. The variants are referred to as: H and Halt for arrester, VV and 
VValt for divider, V and Valt for short traverse (Fig. 3b). Fig. 3c shows a 
schematic of the 3 PB tests used to create tensile fractures in the 
3D-printed rock samples. 

In the simulations, several assumptions are made: (1) the bassanite- 
gypsum interfaces between layers are planes of weakness that have 
lower bonding strength than the gypsum matrix (layers); (2) in-layer 

fabric is represented by periodic particle bands whose bonding 
strengths are spatially varied and are offset between layers, as previ
ously observed in the thin section images from the specimens (Fig. 2); 
(3) inherent material heterogeneity is represented by a random vari
ability of bonding strength of up to 60%. Fig. 4a shows the layers and in- 
layer mineral fabric. Each layer is 1.3 mm thick. Each fabric band (top- 
left zoom of Fig. 4a) is approximately 4.2 mm in width and 1.3 mm in 
height and has a spatial distribution of bonding strengths that follow a 
parabolic decay with a maximum strength at the center that decreases to 
40% of the maximum strength at the edges. The purpose of this 
arrangement of layers/fabrics is to represent the same structure formed 
by the deposition of the bassanite powder and the spraying of the 
chemical binder from the printer head (nozzle) during 3D printing, as 
the edges of the band receives less binding agent than the center [24]. A 
30 % inter-layer offset is used for the fabric. Variability of bonding 
strength is applied to the model following a uniform distribution 
(Fig. 4b) to simulate heterogeneity in the material. The model param
eters are listed in Table 1. The parameters are calibrated using labora
tory test results [19]. All simulations have been performed at a constant 
quasi-static loading rate of 0.5 μm/s, identical to that applied in the 
laboratory [19]. In the simulations, the loading ceased once the force on 
the loading pin dropped below 10% of the peak load. The two halves of 

Fig. 2. (a) Schematics of the 3D-printing process. Layers are formed by depositing bassanite powder (blue lines), and mineral fabric is created from the spreading of 
the bonding agent from the printer nozzle (red dashed lines). (b) An X-ray CT image of 3D printed rock after three-point bending test shows fracture propagation from 
the notch (picture courtesy of Jiang). (c), (d), (e) Thin section images of the 3D printed rock showing layering and mineral fabric. Thin section images are available 
from the dataset of Damage Mechanics Challenge [21]. 
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the failed sample are numerically separated to expose the fracture sur
face and then are straightened to remove any rigid body rotations 
induced by the failure of the specimen. The roughness of the fracture is 
obtained by measuring the distance between the actual fracture surface 
and a reference plane, i.e., a vertical plane (x-y plane in Fig 4a) through 
the center of the notch. 

3. Influence of layer, in-layer fabric, and bonding strength 
variability 

Before testing the combined influence of three factors (i.e., layer, in- 
layer fabric, and variability in bonding strength), we performed a sys
tematic study for arrester geometry (H and Halt) using a single or the 
combination of the three factors (Table 2) to identify the contribution 
from each factor and/or multiple factors to fracture surface roughness. 

The fracture roughness profiles for arrester samples H and Halt are 
shown in Figs. 5 and 6, respectively. First, Figs. 5a and 6a show the 
orientation of the layers and fabric for the sample H and Halt. Figs. 5b–h 
and 6b–h contain the fracture surface roughness profiles above contour 

maps of the asperity heights, for all the simulations listed in Table 2, 
except H-2 and Halt-2. No fracture roughness is observed when none of 
the factors are included in the simulations. For example, H-1 and Halt-1 
represent homogeneous isotropic specimens that formed smooth sur
faces under the 3 PB conditions (Figs. 5b and 6b). Sample H-2 and Halt-2 
contained only layers, which resulted in excessive fracture propagation 
along the layer boundaries causing no vertical fractures to propagate. H- 
3 and Halt-3, with only in-layer fabric, produced anisotropic surface 
roughness with very small amplitude corrugations for H3 (Fig. 5c). 
Roughness anisotropy is observed in Halt-3 (Fig. 6c) but with corruga
tions on the order of the sample size. H-4 and Halt-4 were constructed 
with only a random variability in inter-particle bonding strength, pro
ducing an isotropic surface roughness (Figs. 5d and 6d). H-5 and Halt-5 
have both layers and in-layer fabric. This combination of factors resulted 
in fractures with significant anisotropy along the x direction with large 
amplitude corrugations (Figs. 5e and 6e). When both in-layer fabric and 
bonding strength variability are included (H-6 and Halt_6), moderate 
amplitude roughness is observed with no significant anisotropy (Figs. 5f 
and 6f). H-7 and Halt-7 simulations had both layer and bonding strength 

Fig. 3. (a) Sample naming conventions regarding the relative orientation of the layers to the fracture propagation plane, i.e., arrester, divider, and short traverse. (b) 
Orientation of layering and fabric with respect to the fracture propagation plane: arrester (H, Halt), divider (VV, VValt), and short traverse (V, Valt). (c) A schematic 
for laboratory samples (e.g. Halt) subjected to three-point-bending tests. The layers and mineral fabric in the schematics are not drawn-to-scale. 
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variability. These simulations produce roughness with very strong cor
rugations. H-8 and Halt-8 included all three factors in the simulations. 
H-8 (Fig. 5h) exhibits an isotropic fracture roughness while Halt-8 
(Fig. 6h) has an anisotropic roughness with corrugations following the 
orientation of the fabric. The simulation results of surface roughness in 
H-8 and Halt-8 agree with those observed in the laboratory data [19]. 

From the simulation results, the following observations are made: (1) 
layerscontribute strongly to roughness anisotropy if oriented perpen
dicular to loading direction (H-5/Halt-5, H-7/Halt-7), producing 
corrugation amplitudes much larger than in the laboratory experiments 
[19]; (2) variability in bonding strength contributes to isotropic 
roughness (H-4/Halt-4), but it alone cannot produce anisotropic fracture 
roughness; (3) the in-layer fabric orientation constrains the excessive 
corrugation amplitude caused by layers. This is evident in a comparison 
of H-7/Halt-7 (without fabric) with H-8/Halt-8 (with fabric) where the 

Fig. 4. (a) Illustration of the layering and fabric for Halt sample; the fabric strength distribution is a parabolic decay from maximum (100%) strength at the center to 
40% at the sides; the in-layer fabric has an offset of 30% of its width between layers. (b) Final model for Halt sample that includes a variability in bonding strength. 

Table 1 
Model parameters.  

Parameter Value Unit 

Particle Diameter 423 μm 
Densitya 2650 × 108kg/m3 

Effective Modulus 850 MPa 
N-to-S Ratiob 1.0  
Inter-Particle Friction 0.3  
Bond Effective Modulus 850 MPa 
Bond N-to-S Ratio 1.0  
Bond Tensile Strength 15 MPa 
Bond Cohesion 12.5 MPa 
Bond Friction Angle 45 Degree 
Layer Strength Ratio 0.3  
Fabric Strength Ratio 0.4–1.0  
Inter-Layer Offset 0–30%  
Randomness 60%   

a Density is scaled to speed up simulation, the average time step in the 
simulation is 10− 4 s. 

b Effective modulus (E*) and Normal-to-Shear (N-to-S) ratio (κ*) are used to 

calculate normal and shear stiffness at the particle contact. kn =
E∗

L
, ks =

kn

κ∗
, kn 

and ks are normal and shear stiffness at the contact, respectively, L is the distance 
between the centroids of two contacting particles.  

Table 2 
Cases examined for the numerical analysis.  

Sub-Configurations Layer In-layer Fabric Randomness 

H-1/Halt-1 × × ×

H-2/Halt-2 √ × ×

H-3/Halt-3 × √ ×

H-4/Halt-4 × × √ 
H-5/Halt-5 √ √ ×

H-6/Halt-6 × √ √ 
H-7/Halt-7 √ × √ 
H-8/Halt-8 √ √ √  
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constraint is weaker when the in-layer fabric is oriented parallel to the 
fracture plane (Halt-8, anisotropic roughness) than when it is perpen
dicular (case H-8 isotropic roughness). In summary, all three factors 
including layer, in-layer fabric, and random variability of bonding 
strength are required (H-8/Halt-8) to reproduce the fracture roughness 
profiles for H and Halt samples observed in the laboratory [19]. 

We perform additional simulations for arrester (H/Halt), divider 
(VV/VValt), and short traverse (V/Valt) geometries that included all 
three factors. The simulation results are shown in Fig. 7. An isotropic 
surface roughness is observed for case H (Fig. 7a) and case VV (Fig. 7c) 
because the orientations of the layers and the in-layer mineral fabric are 
both perpendicular to the fracture plane. Cases Halt (Fig. 7b) and VValt 
(Fig. 7d) show corrugations with a significant roughness anisotropy. The 
ridges of the corrugations are parallel to the direction of in-layer fabric, 
i.e., Halt in the x-direction and VValt in the y-direction. As explained 

before, inside each fabric band, the bonding strength on the two edges 
are weaker (Fig. 4a), thus providing an alternative propagation path 
across layers for the fracture growth. When layers and in-layer fabric are 
both parallel to the fracture plane (V, Fig. 7e and Valt, Fig. 7f), smooth 
fracture surfaces are formed because the fracture tends to propagate 
along the weak layer boundaries. The in-layer mineral fabric in V and 
Valt samples creates corrugation with small amplitudes parallel to the 
fabric orientation, i.e., in the V sample, along the x-direction and in the 
Valt, along the y-direction. The simulation results are consistent with 
those in the laboratory experiments [19]. 

The fracture roughness in the simulations is further examined using 
2D auto-correlation analysis. Details of the method are given in [19]. 
Roughness anisotropy exists when the shape of the contours is elliptical. 
If the contours are circular or nearly circular, the roughness is taken to 
be isotropic. Contours of the normalized auto-correlation functions from 

Fig. 5. 3D roughness profiles for the tensile fractures induced in H sub-configurations, the 2D projected contour plots on the bottom show asperity heights. H-2 failed 
to produce a vertical fracture; therefore, no fracture profile is shown for H-2. (Assumed configurations are listed in Table 2). 

Fig. 6. 3D roughness profiles for tensile fractures induced in Halt sub-configurations, the 2D projected contour plots on the bottom show asperity heights. Halt-2 
failed to produce a vertical fracture; therefore, no fracture profile is shown for Halt-2. (Assumed configurations are listed in Table 2). 
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both simulations and laboratory measurements [19] are presented in 
Fig. 8. For H and VV samples, the layer and fabric orientations are both 
perpendicular to the fracture plane. This creates roughness in both the x- 
and y-directions, which results in nearly isotropic roughness (i.e., nearly 
circular contours in Fig. 8a–d). For Halt and VValt samples, where the 
layers are perpendicular to the fracture plane and the mineral fabric is 
parallel to the fracture plane, the fracture roughness is strongly aniso
tropic (Fig. 8e–h), producing contours that are highly elongated, with 
the elongation parallel to the corrugation ridges. Roughness anisotropy 
is also produced when the layer and fabric are both parallel to the 
fracture plane (Fig. 8i–l). The elongation direction of the contours occurs 
along the corrugation ridges. The anisotropy produced in the numerical 
simulations for V and Valt samples (Fig. 8i and k) is not as strong as that 
observed in the laboratory (Fig. 8j and l). 

Previous studies have shown that Mode I fracture toughness, KI, is 
affected by layer orientation [18,19]. In shales, it has been observed that 
the divider geometry has the highest fracture toughness followed by the 
arrester and then by the short traverse (Fig. 3) [9,10,18]. The peak load 
(i.e., the load at failure) of the 3 PB tests can be taken as a measure of 
fracture toughness (note that because the notch in the 3D printed sam
ples is not sharp, the load at failure may not be directly related to 
fracture toughness). Fig. 9 compares the peak loads obtained from the 

simulations with those from the laboratory experiments [19]. The peak 
loads are normalized by the peak load of sample H, which is the largest. 
The error bars in the figure describe the different results obtained from 
the numerical simulations (four simulated 3 PB tests were conducted on 
each sample configuration with different initial seeds to generate the 
random distribution of inter-particle bonding strength; this is discussed 
later) and from the experiments (using samples from different printing 
cohorts). The simulation results are consistent with those from the lab
oratory in terms of the order of the peak loads, i.e., H and VV samples 
have the largest 3 PB peak loads, followed by Halt and VValt samples; V 
and Valt samples have the smallest 3 PB peak loads. 

4. Discussion 

4.1. Effects of in-layer fabric arrangement 

As mentioned previously, the roughness of a fracture determines its 
hydraulic conductivity, as well as its mechanical response [15,17,25]. It 
is crucial to understand what controls the roughness of a fracture when it 
is formed. Further, it is possible to relate variability of measurements in 
architected rock materials to micro-scale characteristics of the in-layer 
fabric. 

Fig. 7. 3D roughness profiles of the tensile fractures induced in the digital rock samples: (a) H, (b) Halt, (c) VV, (d) VValt, (e) V, (f) Valt. Each roughness profile is the 
average of four simulations with different random seeds. The amplitude of the roughness is normalized by the largest absolute asperity height in each profile. 
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Laboratory tests on natural rock show high variability in measured 
mechanical strengths, of about 30% to 50% between different tests 
[8–10,18]. Fig. 9 shows the comparison of peak load values for all six 
sample configurations, with the error bars resulting from four different 
simulations with different random seeds for bonding strength vari
ability. This induces a small variability in the peak load for each sample, 

which is much lower than that of natural rocks. We hypothesize that the 
large variability exhibited in natural rock materials is attributed to weak 
areas near the crack initiation location. To validate this hypothesis, 
additional simulations were performed using the Halt sample design but 
with offset fabric bands, with increments in offset of 20% of the total 
band length: from 0% (perfect alignment) to 100% (perfect alignment 
recovered) from layer to layer (see Fig. 10a). All other parameters are 
held constant. The offset changes the local distribution of bonding 
strengths above the notch (Fig. 10a). Fig. 10b shows that the peak loads 
of samples with 0% to 40% offset are higher by ~ 30% than for offsets of 
60% or greater. This is attributed to the high bonding strength in the 
notch tip areas where the fracture must initiate (Fig. 10a, 0%, 20%, 40% 
offset). Conversely, the peak loads are lower when the notch tip falls 
within a zone with weak strength (Fig. 10a, 60%, 80%, 100% offset). 
Thus, the location of the notch with respect to the mineral fabric affects 
the material strength by as much as 30%, which is comparable to the 
variability observed in natural rock. 

The auto-correlation analysis of the fracture roughness profiles from 
the offset fabric band simulations is shown in Fig. 10c–h. Samples with 
0% and 100% of in-layer fabric offsets have nearly isotropic fracture 
surface roughness (Fig. 10c and h). Roughness anisotropy increases with 
increasing fabric offset up to 60%, as seen in Fig. 10d–g, where the 
contours are stretched along the x-direction. Both mineral fabric and 
fabric offsets from layer to layer are necessary conditions for developing 
roughness anisotropy or corrugations in tensile fractures. 

In nature, however, mineral fabric may display much greater 
complexity [8] (e.g., variability in strengths and length scales of 
cemented and grain materials, compositional heterogeneity, and exist
ing pores, etc.). Certainly, more research is needed to better understand 
the consequences of such complexity. However, the findings from the 
simulations point towards a more prominent influence of mineral fabric 
on rock strength and fracture roughness than previously envisioned. 

Fig. 8. Comparison of normalized 2D auto-correlation functions between simulations and laboratory measurements for: (a), (b) sample H; (c), (d) sample VV; I, (f) 
sample Halt; (g), (h), sample VValt; (i), (j) sample V; and (k), (l) sample Valt. 

Fig. 9. Comparison of normalized peak loads obtained from simulations and 
from laboratory experiments (normalized with respect to H peak load). Labo
ratory results are shown by the lighter color (left bar) than the simulations 
(right bar). 
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4.2. Effects of bonding strength variability 

Fig. 11 shows the simulation results from Halt and VValt samples 
with and without bonding strength variability. The fracture roughness 
profiles, obtained from the simulations without the random bonding 
strength variability (Fig. 11a and c), are anisotropic with non-repeating 
corrugations followed by a flat surface, which are different from labo
ratory results [19]. Fracture roughness profiles from samples with 
bonding strength variability exhibit corrugations (Fig. 11b and d), 
which match the laboratory results closely. This observation suggests 
that bonding strength variability is necessary to capture the fracture 
roughness of the architected rock material. 

4.3. Effects of particle size 

The influence of grain size on the simulation results was explored by 
reducing the grain diameter by half, from 423 μm to 212 μm. As a result, 
the fine-scale digital rock model consists of 360 × 120 × 60 particles. 
The smaller grain size slightly improves the resolution of the roughness 
profiles but at the cost of increasing computational time by a factor of 
20, which makes the simulations too expensive. The simulations with 
the larger number of grains show no significant difference in terms of 
roughness anisotropy (Fig. 12c, e, g, k, i and m). It is worth noting that 
with the larger number of particles, the peak failure loads for V and Valt 
samples (both short traverse) are slightly higher than those from the 
original simulations (Fig. 12a, right columns). A possible reason for this 
is that the mechanical parameters used for the contacts need to be re- 
calibrated. 

Fig. 10. (a) Schematic of the inter-layer offsets of fabric bands in Halt samples; each circle represents a particle in the model, and the colors indicate its relative bond 
strength (100% by red color to 40% by blue color). (b) Peak loads obtained from simulations of 3 PB tests on Halt samples. (c) to (h) Auto-correlation functions of 
fracture roughness for the same samples. 
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4.4. Model scalability 

The scalability of the model is explored by increasing/decreasing the 
inter-particle bonding strength by a factor of two. Only one simulation 
has been conducted for each sample geometry with the new bonding 
strengths. The peak loads obtained are summarized in Fig. 12a (left 
columns). There is no significant difference between the scaled and the 
base simulations in terms of peak load ranking order (H, VV > Halt, 
VValt > V, Valt). The roughness anisotropy characteristics (not shown) 
are also similar. These simulation results suggest that fracture roughness 
anisotropy is not controlled by the absolute magnitude of the bond 
strength, but rather by the structural components, namely: layers, in- 
layer fabric and variability of bonding strength. 

5. Conclusions 

This study shows the importance of layering and fabric on the tensile 
strength and fracture roughness of architected materials and explains 
the variability of laboratory test results that traditionally has been 
attributed to material heterogeneity. The results and findings from this 
study provide insight into fracture formation, peak loading, and fracture 
roughness, which is important to any application that builds a structure 
through serial printing of material layers that are bonded through 
chemical and/or thermal processes. The physical and chemical pro
cesses of 3D printing result in an inherent anisotropy in material prop
erties and in how the material fails. 3D printing is now being developed 
for various engineering purposes with applications in automotive, 
aerospace, medical, and food industries [26–28]. In civil engineering, 
3D printing is used for manufacturing of affordable housing and irreg
ular shaped structures, repairing historical structures, and building 

extraterrestrial human colonies on the moon and other planets [29–34], 
etc. The design and fabrication of robust, safe, and sustainable infra
structure with 3D printing requires insight into how layered material 
fails and how the printing process can lead to an in-layer fabric that 
affects failure, the resultant fracture geometry, and variability in peak 
failure load. 

Here, we created a digital rock model to include, explicitly, layering, 
in-layer fabric, and bonding strength variability, to simulate the fracture 
surface roughness and peak loads of 3 PB tests conducted on an archi
tected rock material. A number of simulations with the DEM code PFC 
were completed to investigate the factors that control fracture surface 
roughness anisotropy, as observed in the laboratory experiments [19]. 
We use these simulations to explore the cause of the variability in peak 
load often observed in natural rock and in architected rock, but to a 
lesser extent. Comparison of numerical and laboratory results shows that 
strong roughness anisotropy emerges in tensile fractures when the layers 
and in-layer mineral fabric provide resistance to failure in the same 
direction. Fracture roughness anisotropy is suppressed if the layering 
and mineral fabric provide orthogonal resistance to failure. Results from 
the numerical simulations also show that variability of bonding strength 
is required to produce fracture surface roughness. Additionally, 
weak/strong areas around the fracture initiation location can greatly 
affect the peak failure load in 3 PB tests, by as much as 30%. The digital 
rock model seems relatively robust in terms of scaling. There are limi
tations including using a relatively large and uniform particle size and 
high computational cost when running high-resolution simulations with 
small particle sizes. Understanding how layered rock fails and forms the 
geometry through which fluid flows is essential for the optimization and 
sustainability of unconventional resources recovery, enhanced 
geothermal stimulation, and geologic carbon and hydrogen storage. 

Fig. 11. Comparison between models with and without bonding strength variability. (a) and (b) show the fracture roughness of the Halt sample with and without 
bonding strength variability. (c) and (d) are analogous plots but for the VValt sample. 
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