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[1] We investigate experimentally the functional relationship between capillary pressure,
Pc, wetting phase saturation, Sw, and interfacial area per volume between the wetting and
nonwetting phases, awn, for drainage and imbibition processes in micromodels of two-
dimensional pore structures. Within the experimental and analysis error (around 10–15%),
the resulting Pc-Sw-awn surfaces were the same. This suggests that data obtained from
either the drainage process or the imbibition process are sufficient to generate the complete
functional relationship among Pc-Sw-awn and that the observed hysteresis in Pc-Sw-awn can
be modeled by including interfacial area as an additional state variable.
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1. Introduction

[2] The study of the flow of multiple fluid phases in a
porous medium has application in many disciplines such as
oil, gas, and water recovery, groundwater protection as well
as microfluidic biosensor chips. For some of these applica-
tions, measurements of hydraulic parameters on the labora-
tory scale (pore to core scale) are often made to predict
multiphase fluid movement on larger scales. This raises the
question of how pore-scale information can be upscaled to
macroscale measurements. Several investigators [Gvirtzman
and Roberts, 1991; Hassanizadeh and Gray, 1990; Bradford
and Leij, 1997; Deinert et al., 2005] have recognized that
an accurate description of multiphase flow in a porous
medium must account for the thermodynamics and the
geometry of the interfaces between the fluids (and between
the fluids and the solid phase). The theoretical motivation
for including interfacial area per volume in the capillary
pressure–saturation relationship is based on the way capil-
lary pressures are defined on the pore scale and how they
relate to the macroscale measurements of capillary pressures
and saturations. On the pore scale, the capillary pressure
between a wetting phase, w, fluid and a nonwetting, n, phase
fluid is given by

Pc ¼ gwn
1

R1

þ 1

R2

� �
¼ gwnJ ; ð1Þ

where gwn is the interfacial tension between the wetting and
nonwetting phase and J is the mean curvature of the
interfaces based on the principal radii of curvature of the
surface, R1 and R2. This relation shows how Pc depends on
the geometry of the interfaces. Capillary pressure at

equilibrium Pceq can also be defined as a balance of forces
between the fluids on either side of the interfaces and is
defined as

Pceq ¼ Pn � Pw: ð2Þ

The equation for Pceq is generally assumed to be applicable
on the macroscale (core or field scale) as long as Pceq is
taken to be a function of the wetting phase saturation, Sw.
However, it has been shown by numerous experimental
investigations that Pceq has a hysteretic relationship with
saturation; that is, the capillary pressure–saturation relation-
ship depends on the drainage and imbibition history of the
system and is not a single valued function [Morrow, 1965;
Topp, 1969; Colonna et al., 1972; Collins, 1976; Lenhard,
1992]. Hence capillary pressure cannot be determined
simply from saturation or vice versa.
[3] Hassanizadeh and Gray [1990, 1993] proposed that

the capillary pressure–saturation relationship is a two-
dimensional projection of a more extensive functional depen-
dence; that is, a third variable is needed to explicitly define the
state of the system. They proposed that the third variable is
interfacial area per volume (IAV). For any porous system with
wetting and nonwetting phases, three interfacial areas can be
defined: between the two fluid phases and between each fluid
phase and the solid. The IAV that is important to the capillary
pressure–saturation relationship is the IAV between the
wetting phase and the nonwetting phase, which we denote
as awn. awn, is a parameter that depends on the distribution of
the fluid phases within the system.
[4] Reeves and Celia [1996] used a numerical model to

study the role of awn in multiphase flow using a pore-scale
network model to simulate both drainage and imbibition
processes. Their model found a difference between the Pc-
Sw-awn surfaces for these two processes. For example, the
maximum value of awn during drainage occurs at a wetting
phase saturation just below 50%. For imbibition, awn
reaches a the maximum value at a significantly lower
wetting phase saturation of around 37%.
[5] Held and Celia [2001] also investigated, numerically,

the functional relationship among capillary pressure, satu-

1Department of Earth and Atmospheric Sciences, Purdue University,
West Lafayette, Indiana, USA.

2Now at Petroleum Abstracts, University of Tulsa, Tulsa, Oklahoma,
USA.

3Department of Physics, Purdue University, West Lafayette, Indiana,
USA.

Copyright 2007 by the American Geophysical Union.
0043-1397/07/2007WR006021$09.00

W12504

WATER RESOURCES RESEARCH, VOL. 43, W12504, doi:10.1029/2007WR006021, 2007
Click
Here

for

Full
Article

1 of 6

http://dx.doi.org/10.1029/2007WR006021


ration, and interfacial area using a pore-scale network
model. They used the same drainage mechanism as that of
Reeves and Celia [1996], but employed a different imbibi-
tion mechanism. They considered the effects of snap-off of
the nonwetting phase and local fluid configurations during
imbibition. To compare surfaces from drainage and imbibi-
tion, Held and Celia [2001] used normalized moments of
residuals, with the normalization performed with respect
to the area of the main hysteresis loop in the pressure-
saturation plane. They observed that the Pc-Sw-awn surfaces
generated for drainage scanning and imbibition scanning lie
on the same surface to within 1.5% when the optimized
snap-off and local configuration parameters are selected to
minimize the hysteresis.
[6] Cheng [2002] and Cheng et al. [2004] made measure-

ments of awn, Pc and Sw on two-dimensional micromodels to
determine if awn does indeed lift the ambiguity in the
capillary pressure–saturation relationship. They found that
although each 2-D projection of the surface was hysteretic,
the complete three-dimensional surface is unique for their
data set. They observed that when multiple data fall within
small regions of the Pc-Sw plane, they had similar awn values
within the experimental error. However, their measurements
were made only for imbibition scanning. If the surface is
truly unique, then both imbibition and drainage scanning
curves should lie on the same surface. In this technical note,
we present the results of an experimental investigation of
two-dimensional micromodels to determine if the capillary
pressure–saturation–IAV surface acquired through drainage
and imbibition scanning does indeed lie on the same surface.

2. Micromodel Sample Fabrication and
Experimental Setup

[7] Transparent microfluidic cells, referred to as micro-
models, were used to investigate the relationship among

capillary pressure, saturation, and interfacial area per vol-
ume for imbibition and drainage processes. The micro-
models were fabricated using the optical lithography
methods described by Cheng [2002] and Cheng et al.
[2004]. In this approach, a base slide is spin-coated with a
UV sensitive polymer (Shipley 1827 photoresist) to an
approximate thickness of either 1 micron or 2 microns.
Photolithography is used to create the inlet and outlet
regions of the sample as well as the two-dimensional porous
structure. The micromodel is sealed by bonding a glass
cover slide that was spin-coated with a very thin layer
(approximately 0.2 micron) of Shipley 1805 photoresist.
Three micromodels were constructed for this study and the
porosity of each sample is given in Table 1. Figures 1a, 1b,
and 1c are the images of the samples saturated with
nitrogen. The porous structures are 600 microns on a side,
and their depths are given in Table 1.
[8] A fluid displacement system was used to introduce

two fluid phases into the micromodels. The system simul-
taneously measures the pressure and images the fluid
distribution within the porous structure. The system con-
tains (1) a Qimaging Retica EX CCD camera to take digital
images through an Olympus microscope with a 16� objec-
tive and (2) an Omega PX5500C1-050GV pressure trans-
ducer to measure the nitrogen pressure at the sample inlet.
The outlet was exposed to atmospheric pressure.
[9] To perform a measurement on a micromodel, the

micromodel is initially saturated with a wetting fluid,
decane, which is inserted through the outlet region with a
syringe. For the drainage process, nitrogen (nonwetting
phase) is invaded into the micromodel by increasing the
nitrogen pressure on the inlet side. Conversely, for the
imbibition process, the nitrogen pressure on the inlet side
of the sample is decreased. Scanning imbibition curves are
generated by stopping at a point on the main drainage loop
and then incrementally decreasing the pressure of the non-
wetting phase, always returning to the lowest pressure used.
The drainage scanning curves are generated by stopping at a
point on the main imbibition loop and then incrementally
increasing the pressure of the nonwetting phase, always
returning to the highest pressure possible without causing
breakthrough. After each pressure increment, the system is
allowed to equilibrate, typically taking 5 min, and the
saturation and distribution of each phase are digitally
imaged while the inlet pressure is recorded. The maximum

Figure 1. Digital images of micromodel samples (a) S1dc, (b) S3jg, and (c) S6dc. In the digital images,
white regions represent the pore space, and black regions represent grains.

Table 1. Parameters of the Samples Used to Compare Imbibition

and Drainage Measurements

Sample
ID Porosity

Channel Depth,
microns

Number of Images
for Imbibition

Number of Images
for Drainage

S1dc 0.703 1 205 206
S3jg 0.514 2 1220 498
S6dc 0.556 1 187 191
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pressure is controlled to be very close to (but less than) the
breakthrough pressure so the nonwetting phase never flows
through the micromodel but fills the pore space as much as
possible. All measurements are conducted at room temper-
ature (temperature stability better than 0.5 degree Celsius
during a measurement), with the apparatus located within a
clean bench environment. For the imbibition process, the
pressure is incrementally decreased to allow the nitrogen to
drain from the sample. Again, the system is allowed to
equilibrate prior to recording the data. Table 1 also lists the
number of images taken for imbibition and drainage meas-
urements for each sample.

3. Data Analysis

[10] The digital images of the fluid distributions in the
micromodels are analyzed with custom IDL programs to
determine saturation and interfacial area per volume at each
pressure. From the images, interfacial length is measured
instead of interfacial area because the images are two
dimensional. We use the interfacial length between the
wetting and nonwetting phase as an approximation for
awn. Though the length of the hidden curvature should be
a constant factor (because the depth of the pore structure is
constant), awn does not include the length of the hidden
curvature because it could not be directly measured from the
images. The resolution of an image is 0.6 micron per pixel
edge length. In the analysis, each phase (wetting, non-
wetting, and solid phases) is identified. After all three
phases in an image are detected, the saturation of any one
phase can be calculated by counting the pixels for a given
fluid phase and dividing by the pore space area. A Sobel
edge detector is used to identify interfaces between the
phases. The edge length between the wetting and non-
wetting phases, Lwn, is calculated on the basis of the edge
lengths of wetting, w, nonwetting, n, and solid, s, phases by
using equation

Lwn ¼ Lw þ Ln � Lsð Þ=2: ð3Þ

The interfacial area per volume is found by dividing Lwn
by the total area of the micromodel (600 microns by
600 microns) giving units of inverse length. Chen [2006]
considered the error in Lwn resulting from our image
analysis technique from two test cases: (1) different
squares with known areas and perimeters and (2) different
circles with known areas and circumferences. For squares,
the relative error between the estimated and the known
areas of squares is small, that is, very close to zero. For
circles, the error is around 5% when the radius of the circle
is less than 13 pixels. When the radius of the circle is
greater than 13 pixels, the error is almost zero.

[11] The error in calculating interfacial area per volume
based on equation (3) was determined on the basis of the
two test cases. The relative error between the estimated and
the known perimeter of the squares is the largest (�30% to
�10%) when the edge length is less than 4 pixels but
decreases quickly (�5% at 6 pixels) as the perimeter
increases. The relative error between the estimated and the
known circumferences of circles is large (�20%) when the
radius of the circle is less than 4 pixels but decreases
quickly to 10% as the radius increases. The error in the
circumference is large at small radii because the smoothness
of the circumference of the circle is reduced (or pixilated)
when composed of few pixels (i.e., squares).
[12] These two test cases point out that the error in

saturation and IAV from the analysis depends not only on
the resolution but also on the curvature of the border of a
phase. When high-resolution images are used, the error in
saturation is small, less than 1 per cent. However, in the
worst case, the maximum error of IAV may be as high as
10% and tends to be underestimated. Other methods exist
for determining interfacial areas [e.g., Dalla et al., 2002;
McClure et al., 2007; Prodanovic et al., 2006] that might
reduce the error but at this time we chose the simplest
analysis method.
[13] The relations for the edge length calculations were

also applied to several numerical test cases. When the edge
was a straight line, the result was the same as the real length.
For curve-linear features, there was at most a 10% error in
calculation of the edge length. In the test cases, the estimation
of the saturation of each phase was very accurate. Even in the
worst case, the in saturation error/estimation was less than 1%.
[14] We use a ratio approach to compare the Pc-Sw-awn

surfaces for drainage and imbibition to the measured data
points. For each process (imbibition and drainage) a surface
is fitted to Pc, Sw, and awn data, where the subscript wn
stands for the interface between the wetting and nonwetting
phases. The surfaces are fitted using two procedures in IDL:
(1) TRIANGULATE and (2) TRIGRID. The measured
values of Pc and Sw do not fall on a regular grid. The
TRIANGULATE procedure uses a Delaunay triangulation
of a planar set of points to create a regular grid from
irregularly gridded data points (in this case Pc and Sw).
The output from TRIANAGULATE is used in the TRI-
GRID procedure along with the data for Pc, Sw, and awn.
The TRIGRID procedures return a regular grid of interpo-
lated Z values (in this case awn). For this study, the linear
interpolation option of the TRIGRID procedure was selected
and no extrapolation outside of the triangulation was used.
The following options were selected when using the
TRIGRID function: (1) GS, which sets the spacing between
grid points (Table 2), (2) LIMITS, which specifies the data
range to be gridded (Table 2), (3) NX & NY, which specifies

Table 2. Parameters Used in the TRIGRID Function for Interpolating the Pc, Sw, and awn Surfaces for Drainage and Imbibitiona

Sample
ID

LIMITS Capillary
Pressure [min, max], kPa

LIMITS Wetting
Phase Saturation

[min, max]
GS: Spacing Between
Saturation Grid Points

GS: Spacing Between
Capillary Pressure Grid

Points, kPa

S1dc 50.0, 56.0 0.45, 1.0 0.01 0.1
S3jg 28.0, 34.0 0.76, 1.0 0.00436 0.1
S6dc 48.0, 57.0 0.74, 1.0 0.0047 0.1

aMin and max refer to the minimum and maximum values of the parameter.
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the output grid size in the x and y direction, and (4) XGRID
and YGRID were set to named variables that contained the x
and y values of the output grid. The limits for the capillary
pressure and saturation were chosen to be slightly larger than
the minimum and maximum values of the data for each
sample and differed among samples. However, the same
limits were used for both imbibition and drainage surfaces
for a given sample. The spacing between grid points, GS,
was chosen on the basis of the limits, NX and NY. The
values of NX and NY were set to a value of 55 for all
samples and for both drainage and imbibition.
[15] To determine whether data acquired through imbibi-

tion scanning and drainage scanning lie on the same surface,
the following ratio was calculated:

R ¼ adata s; pð Þ
aint s; pð Þ ; ð4Þ

where adata is the measured interfacial area per volume
between the wetting and nonwetting phases from the micro-
model data, and aint is the interfacial area per volume
between the wetting and nonwetting phases from the inter-
polated surfaces. Equation (4) is applied to the measured
values of Pc-Sw-awn and the interpolated surfaces generated
from the data from samples S1dc, S3jg, and S6dc. The ratio
was used to determine the quality of the fit of the interpolated
surface to the data for each process (Table 3), as well as to
determine how well the imbibition data lie on the interpo-
lated drainage surface (and conversely how well the drainage
data lie on the interpolated imbibition surface).

4. Results and Discussion

[16] Figures 2a, 2b, and 2c show the imbibition and
drainage scanning curves of samples S1dc, S6dc, and
S3jg, respectively, in the saturation-pressure plane. In Fig-
ure 3 the color of the symbols represents the value of awn
that was determined from the images. The scanning curves
for these three samples are substantially different because of
the different porosities (Table 1) and other differences in
pore structure. Note that there are some regions of the pore
structure that are not accessed by the nonwetting phase
during either the drainage or imbibition processes, that is,
the gaps in the scanning curves. The maximum awn is
approximately 6040/m, 4310/m, and 2180/m for samples
S1dc, S3jg, and S6dc, respectively. Several other studies
have investigated awn as a function of saturation and
pressure using a variety of techniques [Kim et al., 1997;
Saripalli et al., 1997; Costanza-Robinson and Brusseau,
2002; Culligan et al., 2004, 2006; Chen and Kibbey, 2006].
Saripalli et al. [1997] determined a value of awn = 13000/m
for air-water phases in a sand for a water saturation of 35%.

Table 3. Averages and Standard Deviations of R From Equation (4) for Comparison of Data to Interpolated

Surfaces Using Linear Interpolationa

Sample adata,imb/aint,imb adata,dra/aint,dra Rimb = adata,imb/aint,dra Rdra = adata,dra/aint,imb

S1dc 0.99 (0.05) 0.99 (0.04) 0.96 (0.08) 1.03 (0.07)
S3jg 0.98 (0.14) 0.97 (0.08) 1.01 (0.15) 0.94 (0.10)
S6dc 0.96 (0.09) 1.01 (0.07) 0.98 (0.12) 1.10 (0.16)

aStandard deviations are given in parentheses.

Figure 2. Capillary pressure–saturation relationship for
imbibition (squares) and drainage (diamonds) for samples
(a) S1dc, (b) S3jg, and (c) S6dc. The color scale represents
the value of awn (in units of 1/m) for each point.
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On the other hand, Culligan et al. [2004, 2006] determined
a maximum value of awn of 250/m for oil-water interface
and 390/m for air-water interface in a glass bead pack. The
maximum awn, for samples S1dc, S3jg, and S6dc, occurs

during imbibition at low wetting phase saturations and
somewhat low capillary pressures (Figure 2). The maximum
value of awn is observed to increase with increasing poros-
ity. The magnitude of awn for the micromodel differs from
those mentioned above for several reasons, namely, the
porosity of the sample (Table 1), not accounting for the
hidden curvature and some techniques include awn associ-
ated with films [e.g., Chen and Kibbey, 2006], which we do
not.
[17] Figures 3a, 3b, and 3c contain graphs of R (from

equation (4)) as a function of awn for two cases: (1) Rimb =
adata,imb/aint,dra as a function of awn = adata,imb and (2) Rdra =
adata,dra/aint,imb as a function of awn = adata,dra. For both
cases, awn is the interfacial area between the wetting and
nonwetting phases and does not include regions associated
with films. With this method, experimentally measured data
points are compared to the value of awn from the interpo-
lated surface with same value of Pc and Sw. to within 0.2%
and 0.5%, respectively. The values of Pc and Sw from the
data cannot be exactly matched to the interpolated surface
value because the interpolated surfaces are regularly grid-
ded. If R = 1, then the data and value from the interpolated
surface are the same.
[18] Figures 3a, 3b, and 3c also contain the histogram of

R (on the right vertical axis and top horizontal axis). The
mean and standard deviation of the histogram are given in
Table 3 for all samples. Also given in Table 3 are the
average R values and standard deviation in R values for
each data set compared to its own interpolated surface as
measure of the quality of fit. By comparing the mean and
standard deviation of the R values for imbibition and
drainage data compared to the opposite surface (e.g.,
imbibition data compared to interpolated drainage surface),
it is observed that the data do indeed lie on the interpolated
surface to within the experimental/analysis error. The stan-
dard deviations in Rimb (column 3 in Table 3) and Rdra

(column 4 in Table 3) are similar to those for imbibition data
compared to the interpolated imbibition surfaces (column 1
in Table 3) and for drainage data compared to the interpo-
lated drainage surfaces (column 2 in Table 3).
[19] From Figure 2a and Table 3, the imbibition and

drainage surfaces are the same to within ±10% for sample
S1dc. The histograms for samples S3jg and S6dc (Figures 2b
and 2c) exhibit a broader distribution of R values. The
standard deviations (Table 3) for S3jg and S6dc between
the imbibition and drainage behavior range from ±10% to
±15%. From the graphs of R as a function awn in Figure 3,
the largest deviations from the surfaces occur at low values
of awn which occur mainly at wetting phase saturations

Figure 3. The ratio (equation (4)) of measured awn to the
awn from the interpolated surfaces as a function of awn for
samples (a) S1dc, (b) S3jg, and (c) S6dc is shown on the
right vertical axis (Measured awn/Interpolated awn) and the
lower horizontal axis (awn). The histogram of the ratio is
shown using the right vertical axis (Measured awn/
Interpolated awn) and the top horizontal axis (count). In
the histogram the gray shaded bars represent the R values
for imbibition data compared to the interpolated drainage
surface, and the white bars represent the R values for the
drainage data compared to the interpolated imbibition
surface.
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greater than 0.9. When nitrogen is first entering the micro-
model, that is, for wetting phase saturations between 0.9 and
1.0, a competition between flow paths leads to an instability
causing the fluid distribution for these saturations to vary on
each drainage cycle.

5. Conclusion

[20] The experimentally determined Pc-Sw-awn surfaces
show that each micro model has its own unique surface. The
quality of fit for the surface through the data points is on
the same order of magnitude as that from the comparison of
the imbibition data to the interpolated drainage surface and
also for the comparison of the drainage data to the interpo-
lated imbibition surface. For each sample, within the exper-
imental error, the difference between the drainage and the
imbibition processes is small for the specific wetting and
nonwetting phases used in these micromodel experiments.
[21] Earlier, Cheng et al. [2004] stated that the Pc-Sw-awn

surfaces were unique to within 5%. Their value was not
based on comparing imbibition and drainage surfaces but
was arrived at from an analysis of a single surface. In this
current study, the differences between imbibition and drain-
age surfaces are around 10–15% but still within the
experimental error (from image analysis, surface fitting,
etc.), and suggest that the Pc-Sw-awn surface may indeed
be unique. This suggests that data from either drainage
scans or imbibition scans may be sufficient to determine
the functional relationship among Pc-Sw-awn for a porous
medium.
[22] These results also suggest that the observed hyster-

esis in Pc-Sw-awn can be modeled by including interfacial
area as an additional state variable. Recently, Chen and
Kibbey [2006] stated that Pc-Sw-awn is not unique on the
basis of data from a surface-active tracer technique applied
to two fluid phases in a fine sand. However, in their analysis
they included interfacial area from films that are not
included in our calculation of awn. We do not include the
contribution to awn from films because as discussed byCheng
et al. [2004], including disjoining-pressure-dominated
interfaces (such as those interfaces between a bulk fluid
and a fluid film) leads to a linear dependence between Sw-
awn and awn does not provide any additional information.
However, Cheng et al. [2004] showed that it is only the
capillary-dominated interfaces (interface between bulk flu-
ids) that lift the ambiguity in the Pc-Sw hysteresis. Thus the
uniqueness of the Pc-Sw-awn relationship cannot be deter-
mined from techniques that cannot distinguish between
capillary-dominated interfaces and disjoining-pressure-
dominated interfaces.
[23] Finally, future work research must repeat these experi-

ments on three-dimensional porous systems to verify that the
observed behavior we have found for these low-dimensional
systems can be applied to three-dimensional systems.

[24] Acknowledgments. The authors wish to acknowledge useful
discussions with David D. Nolte. This material is based on work supported
by the National Science Foundation under grant 0509759.
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