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Adaptive optical-coherence-domain reflectometry (OCDR) is performed by use of an adaptive interferometer
and homodyne detection. The adaptive element of the interferometer is a photorefractive quantum-well de-
vice in a two-wave mixing geometry. The mixing self-adaptively maintains constant relative phase between
the signal and reference waves and dynamically compensates gross movements of the sample or optical com-
ponents as well as image speckle. The application described here is used for laser ranging into and through
turbid media. Adaptive OCDR is a bridge between conventional optical coherence tomography and adaptive
holographic optical coherence imaging. The insertion loss for the adaptive performance is 215 dB, but adap-
tive OCDR has potential applications for coherence tomography under conditions of large target motion and
low background. We also demonstrate its potential application for optoacoustics and laser-based ultrasound
detection. © 2004 Optical Society of America

OCIS codes: 090.2880, 160.5320, 190.7070.
1. INTRODUCTION
Optical coherence-domain reflectometry (OCDR) is a
high-resolution laser-ranging technique that emerged at
the end of 1980s.1,2 It is based on reflectometry with low-
coherence light, which coherently gates reflections by
matching their optical path length with a reference. It
was later developed into optical coherence tomography3

(OCT), which combines OCDR and scanning in at least
one lateral dimension for noninvasive imaging of biologi-
cal tissue.

OCT systems typically use rapid-scan heterodyne de-
tection for signal demodulation with repetitive signal av-
eraging. Significant sample motion or environmental vi-
bration can lead to motional artifacts in the signal
demodulation and the reconstructed images. For this
reason, OCT is usually restricted to the so-called B-scan.
There have been increasing developments in en face
(transverse scanning) OCT using external phase-
modulation heterodyne detection, but the technique is
still subject to motional artifacts.4 Adaptive interferom-
etry could prevent motion artifacts in signal demodula-
tion and might facilitate the use of less-common nonscan-
ning OCT applications, such as en face acquisition
performed at a fixed reference delay.

Another advantage of adaptive holographic interferom-
etry in OCT applications is automatic speckle reduction.
In OCT, the goal of speckle reduction is to suppress high-
spatial-frequency speckle generated by wide-angle mul-
tiple scattering, while preserving image-bearing speckle
0740-3224/2004/111953-11$15.00 ©
that arises from single backscattering or small-angle for-
ward scattering. Different speckle-reduction methods
have been discussed in the literature,5 although no gen-
eral method has yet been developed. Adaptive hologra-
phy adapts to speckle sizes that are larger than the holo-
gram fringe spacing. Therefore it can extract
information from speckle selectively by speckle size and is
free of speckle artifacts because of its wave-front-
matching ability. The cut-off speckle size can be adjusted
by changing the fringe spacing. Thus the system may
also be versatile for detecting structures on different
scales. In addition, time-varying speckle can be compen-
sated in adaptive holography. This gives adaptive inter-
ferometry the possibility of detecting structure beneath or
inside dynamic media. One approach using adaptive in-
terferometry is holographic optical coherent imaging6 to
acquire real-time fly-though movies of biological tissue,
which is different from point-by-point scanning in OCT.

In this paper, adaptive OCDR using a photorefractive
quantum-well7 (PRQW) device is explored. Adaptive
OCDR inherits the same point-scan detection mode from
conventional OCDR and differs only in that an adaptive
component is used to mix the signal with the reference
field. The principle of adaptive OCDR has also been
demonstrated previously using an adaptive
photoelectromotive-force detector,8,9 yet the microwatt-
level sensitivity of this method is not enough for biological
imaging. A more practical method is based on high-
speed adaptive homodyne interferometry.10–13
2004 Optical Society of America
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This paper describes the physics and performance of
adaptive OCDR in the case when the mixer is a photore-
fractive quantum-well device, and the adaptive beam
combination is performed through two-wave mixing.14

Section 2 describes the system setup. Two-wave mixing
with a broadband source is separated into the processes of
hologram recording, hologram readout, and homodyne de-
tection in Sections 3, 4, and 5, respectively. Section 6 dis-
cusses the sensitivity of adaptive OCDR in comparison
with OCT and holographic optical coherent imaging.
Section 7 describes the application to ultrasound detec-
tion inside a turbid medium.

2. SYSTEM SETUP
A schematic diagram of an adaptive homodyne interfer-
ometer is shown in Fig. 1. It is divided into three con-
ceptual components: the source, the mixer, and the de-
tector. Each of the elements has an independent spectral
response centered on independent central frequencies.
The source generating the signal and reference waves has
a broadband amplitude spectrum S with a width of Dvs
centered at vs . The reference phase is modulated sinu-
soidally at high frequency to generate a homodyne signal
at the detector. The signal and reference furthermore
have a relative delay t. The mixer combines the signal
and reference with a complex transfer function q centered
at vq with a bandwidth Dvq , whose square Q is shown in
Fig. 1. The detector consists of a spectrometer in front of
a photodetector. The spectrometer power-transfer func-

Fig. 1. Schematic drawing of adaptive homodyne interferom-
etry. Signal and reference fields from the same source S(v
2 vs) are mixed by a PRQW device with a complex transfer
function of Q(v 2 vq). The reference is phase modulated by
f(t), and by being reflected back from a sample, the signal has a
delay t in time. Homodyne signals from the mixed fields are de-
tected through a spectrometer with a transfer function of D(v
2 vd). A lock-in amplifier is used to readout the homodyne sig-
nal with f(t) as synchronization.
tion D is centered at vd with a spectral width Dvd .
Each center frequency and bandwidth contributes to the
detected signal that varies as a function of the delay t.

Figure 2 is the experimental setup of the adaptive
OCDR system. The source is a 100-MHz self-mode-
locked Ti:sapphire laser (Clark-MXR, NJA-1) that gener-
ates nominal 200-fs broadband pulses. Figure 3(a) shows
the pulse spectrum and second-harmonic intensity auto-
correlation trace. The relative delay t path length is con-
trolled on the reference arm by a 0.1-mm-resolution
stepping-motor delay stage (Newport, UE72PP). The
target in this study was a mirror at the end of the signal
arm. Phase modulation f(t) comes from two alternative
sources: a resonant phase modulator (Newfocus, 4001)
in the reference beam working at 5 MHz with an optimal

Fig. 2. Adaptive OCDR experimental setup.

Fig. 3. Pulse-characterization results: (a) Spectrum and
second-harmonic intensity autocorrelation of 5-nm-bandwidth
nominal pulses. (b) Spectrum, second-harmonic intensity auto-
correlation, and electric field autocorrelation of 12-nm-band-
width pulses. The electric field correlation function gives a
FWHM of 180 fs, corresponding to a 27-mm depth resolution in
reflectometry.
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Df 5 p/3, or an ultrasound piezo (Panametrics, A303R)
that is attached to the target mirror, providing a pulsed
surface vibration with a 2-MHz center frequency (for ul-
trasound experiments). To test the system sensitivity, a
1-cm-cubic cuvette filled with a water solution of 1-mm-
diameter polystyrene beads (Bangs Laboratories, PS04N)
was placed in the reflection path. The optical thick-
nesses of the turbid media were calculated by Mie theory
and calibrated using the laser and a powermeter.

3. HOLOGRAM RECORDING WITH
A BROADBAND SOURCE
When a hologram is written by a broadband source with a
repetition rate much higher than the hologram response
time, the holographic grating is in a steady-state condi-
tion, responding as if the source were cw rather than
pulsed. Furthermore, if the bandwidth of the source is
much smaller than the central frequency, then there is no
reduction in the hologram contrast relative to a narrow-
band cw laser. For this reason, the holographic grating
in a photorefractive material is not sensitive to the prop-
erties of the source, as long as there is zero path differ-
ence between the reference and signal waves. In this
case, in response to a sinusoidal interference pattern, a
photorefractive quantum-well structure records a holo-
gram as a spatial modulation in the optical refractive
index.

Assuming the signal beam is a single reflection from
the target without any incoherent background, when a
delay (or a difference in the optical path length) does exist
between the signal and the reference, the fields are

Es~v! 5 AIss~v 2 vs!exp~ivt!,

Er~v! 5 AIrs~v 2 vs!, (1)

where IsIr are the signal and reference intensities, re-
spectively, s(v 2 vs) is the spectral amplitude of the light
source, and the signal is delayed relative to the reference
by the time t. In this case, the gratings are still static,
but their amplitude and phase depend on the delay t.
The index grating is described by14

ñ~x, vs! 5 ñ~vs! 1 dñ~vs!m~t!cos~Kx 1 fP 1 vst!,
(2)

where m(t) is the delay-dependent modulation function,
which is the time-domain convolution of the signal and
reference fields and can be calculated from Eq. (1), ñ(v) is
the average complex refractive index under the applied
electric field, and dñ(vs) is the optical frequency-
dependent complex amplitude of the hologram. The spa-
tial grating m(t)cos(Kx 1 fP 1 vst) considers only the
lowest spatial harmonic with spatial frequency K that
gives the strongest diffraction, and also includes the
phase shift caused by the relative delay as well as the con-
trast. The phase fP is the photorefractive phase shift
that represents the phase offset between the intensity
pattern and the optical index pattern driven by the space-
charge formation.15,16 The refractive index ñ(v) and
dñ(v) are
ñ~v! 5 n~v! 1 i
a~v!

2k
, dñ~v! 5 dn~v! 1 i

da~v!

2k
,

(3)

where a(v) is the absorption coefficient.

A. Depth Resolution of Adaptive OCDR
As shown in Eq. (2), depth resolution of the system is de-
cided by the modulation function m(t). For a relative
time delay t between the signal and reference waves, the
modulation function m(t) acquires a spatial dependence
that is a function of t as well as the coherence time tc of
the source. Conventional OCDR uses electric field cross
correlation between signal and reference pulses as the
means to provide the coherence-gated depth resolution.
The full width at half-maximum (FWHM) of the electric
field cross correlation for the reflected signal of a
transform-limited Gaussian pulse is given by Dd 5 ctp ,
where tp is the pulse duration. In the case of adaptive
OCDR, holographic two-wave mixing is also an effect of
two electric fields interfering, and the adaptive approach
nominally gives the same resolution as electric field cross
correlation. However, because the hologram requires off-
axis beams instead of a copropagating beam arrange-
ment, the resolution is influenced by the different ar-
rangement. A detailed study of holographic electric field
cross correlation of symmetric off-axis four-wave mixing
(where the signal and reference beams are both off axis)
in PRQW devices was performed in Ref. 17. Following
the same procedure, we here consider the case for two-
wave mixing.

In symmetric off-axis holographic beam mixing, the two
beams are tilted symmetrically from the PRQW device
normal direction by an angle of u. Owing to the off-axis
beam arrangement, the relative delay time between the
two beams changes linearly across the PRQW device win-
dow. For a certain delay t, the path-matched position
will be shifted away from the center by

x0~t! 5
ct

2 sin~u!
. (4)

Thus the modulation index m is a function of both delay
time t and position x. The homodyne signal generated by
a PRQW device with a window aperture width of W de-
pends linearly on the integral of the modulation index
across the window,

udId~v, t!u }
1

W
E

2W/2

W/2

m~x, t!dx. (5)

For transform-limited Gauss pulses, relation (5) yields

udId~v, t!u } erfH @4 ln~2 !#1/2@W/2 1 x0~t!#

Dx J
1 erfH @4 ln~2 !#1/2@W/2 2 x0~t!#

Dx J , (6)
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here Dx is the FWHM of the modulation function m(t, x)
across the PRQW device window and is given by Dx
5 ctp /sin(u). Relation (6) can be evaluated numerically.

At the limit of large tp or small window aperture W, rela-
tion (6) gives adaptive OCDR the same depth resolution
as conventional OCDR. In the small tp limit, the integral
over the window gives a depth resolution larger than the
direct electric field correlation and introduces the mini-
mal distinguishable pulse duration. The depth resolu-
tion of adaptive OCDR cannot be improved beyond the
minimum distinguishable pulse duration. Figure 4
shows numerical results based on relation (6) for u
5 0.01 rad (equivalent to 40-mm fringe space at 830-nm
center wavelength) with different window sizes, as well as
the depth resolution of electric field correlation calculated
by Dd 5 ctp . The separation between the two curves
decreases with increasing pulse duration, whereas for a
1-mm-wide window, when the pulse duration is smaller
than the 15 fs (the minimal distinguishable duration),
adaptive OCDR depth resolution remains at 10 mm. As
shown in Fig. 4, decreasing W can improve the minimum
distinguishable pulse duration and improve the depth
resolution.

Relation (6) is not valid when the pulse is not trans-
form limited, but the principle of minimum distinguish-
able pulse duration can be extended to a principle of
maximal distinguishable spectrum bandwidth. With a
non-transform-limited pulse, the modulation index func-
tion is

m~x, t! 5
2AIsIr

Is 1 Ir
G@t 2 2x sin~u!/c#, (7)

where G(t) is the electric field autocorrelation function of
the pulse, which is the Fourier transform of the power
spectrum P(v). The FWHM of the electric field autocor-
relation Dt is set by the width of the power spectrum Dv,

Fig. 4. Depth resolution of adaptive OCDR (solid curve) and
conventional OCDR (dashed curve) for u 5 0.01 rad and W 5 1,
0.5, 0.25 mm. The minimum distinguishable pulse duration in
this case is 20 fs for the 1-mm window. The lower limit of adap-
tive OCDR depth resolution is 10 mm for the 1-mm window.
Dt 5 j
1

Dv
, (8)

where j is a constant decided by the shape of the power
spectrum [equal to 4 ln(2)/p for a Gaussian spectrum].
The FWHM of the modulation function across the PRQW
device window will be

Dx 5
cDt

2 sin~u!
5

c

2 sin~u!
j

1

Dv
. (9)

When the bandwidth of the spectrum is large enough to
make Dx comparable with the width of the PRQW device
window, the integration across the window makes the
depth resolution of the homodyne signal depend more on
the window size than the autocorrelation time width, and
using a wider spectrum will not improve the depth reso-
lution. In the case of transform-limited pulses, 15-fs
pulses with a spectrum centered at 830 nm with 7-nm
bandwidth gives a Dx equal to half of the 1-mm window
for u 5 0.01 rad. Thus in this geometry, the maximum
distinguishable bandwidth is 7 nm.

B. Reference Phase Modulation
For homodyne detection with a large phase modulation
f(t) in the reference arm, the rapidly modulated phase
moves the hologram fringes at a speed higher than the re-
sponse rate of the photorefractive quantum-well material
(kilohertz in the dark to megahertz for laser intensities of
approximately 100 mW/cm2).15 The photorefractive
quantum-well device records the time average of the
shifting hologram, producing an effective modulation in-
dex ^m& that takes the place of the original modulation
index m. For a sinusoidal phase modulation given by

f~t ! 5 Df sin~Vt !, (10)

where V is a phase-modulation frequency greater than
the response rate of the photorefractive quantum-wells
device, the effective modulation is

^m& 5 m~t!
V

p
E

0

p/V

cos@Df sin~Vt !#dt 5 m~t!J0~Df!,

(11)

where J0 is a Bessel function. Owing to the fringe wash-
out, ^m& decreases as the phase-modulation amplitude in-
creases. Figure 5(a) shows the simulated ^m& as a func-
tion of the phase-modulation amplitude based on Eq. (11).
The amplitude of the homodyne signal dPd as a function
of Df is a trade-off between strong phase modulation and
effective modulation index loss,

dPd~t ! } sin~Df!J0~Df!. (12)

Relation (12) gives a maximum homodyne signal when
Df ' p/3. Figure 5(b) is the experimental plot of the ho-
modyne signal with increasing phase modulation, com-
pared with the theoretical curve from relation (12).

4. BROADBAND HOLOGRAM READOUT
In contrast to the writing process, the hologram readout
is strongly dependent on the broadband spectrum of the
readout pulse and the relative central frequencies vs and
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v. We consider only the case of degenerate four-wave
mixing for which the central frequency of the writing and
readout pulses are the same. Indeed, the reference pulse
is the readout pulse in this case.

After transmission through a photorefractive quantum-
well device with a thickness L under a transverse field,
the zero-order transmission of the signal and the first-
order diffraction of the reference copropagate toward the
detector. Each is acted on by the transfer function of the
PRQW. An important component of the photorefractive
quantum-well device transfer function is the two-wave
coupling coefficient,

g ~v 2 vq! 5 dn~v!kL/cos~u! 1 ida~v!L/2 cos~u!

5 2Ah~v 2 vq!exp@ic ~v!#, (13)

where h(v 2 vq) is the diffraction efficiency centered at
vq , and c (v) is called the excitonic spectral phase,16

c ~v! 5 tan21F da~v!

2dn~v!kG , (14)

for which dc/dv 5 T2 , where T2 is the excitonic free-
induction decay time.

The zero- and first-order diffraction transfer functions
are

q0~v! 5 exp@in~v!kL/cos~u!#exp@2a~v!L/2#

q1~v 2 vq! 5 q18~v 2 vq!exp$i@ c ~v!

1 fP 1 p/2 1 vst#%, (15)

where the zero-order transfer is absorption and delay
function, and the first-order diffraction transfer, which is
generated by the index grating described in Eq. (2), has
an amplitude written as

q18~v 2 vq! 5 q0~v!^m~t!&Ah~v 2 vq!. (16)

We have retained the explicit phase of the diffraction
transfer separately from the amplitude q18(v). The
phase of the first-order diffraction contributions are im-

Fig. 5. (a) Effective modulation index ^m& versus phase-
modulation amplitude. (b) Homodyne signal versus phase-
modulation amplitude, experiment results (data points), and the-
oretical curve (solid curve). Both show a maximum at
Df ' p/3.
portant for the homodyne detection process described in
Section 5. The zero- and first-order fields are now

Es~v, L ! 5 q0~v!AIss~v 2 vs!exp~ivt!,

Er~v, L ! 5 q18~v 2 vq!AIrs~v 2 vs!

3 exp$i@ c ~v! 1 fP 1 p/2 1 vst#%,

(17)
and the mixed electric field of the transmitted signal
beam and first-order diffraction of the reference beam is

Ed~v! 5 q0~v!AIss~v 2 vs!exp~ivt!

1 q18~v 2 vq!AIrs~v 2 vs!

3 exp$i@ c ~v! 1 fP 1 p/2 1 ivst#%. (18)

The diffracted power is finally

Pd~v! 5 IsQ0~v!S~v 2 vs! 1 Q08~v 2 v0!AIrIsS~v

2 vs!cos@ c ~v! 1 fP 1 p/2 2 ~v 2 vs!t#,

(19)
where

Q0~v! 5 uq0~v!u2,

Q08~v 2 v0! 5 2uq18~v2 vq!uuq0~v!u,
and

S~v 2 vs! 5 us~v 2 vs!u2.

It is important to note that there are two different spec-
tral responses in the mixing term of Eq. (19), Q08(v
2 vq) and S(v 2 vs) for the PRQW device and the

source, respectively, centered at different center frequen-
cies vq and vs . This dual dependence produces rich fre-
quency dependence during the homodyne detection, dis-
cussed in the next section.

5. HOMODYNE DETECTION
Under the phase modulation f(t) of Eq. (10), the homo-
dyne power detected at optical angular frequency v and
modulation angular frequency V is

PV~v; vs , vq!

5 2AIrIsuq18~v 2 vq!uuq0~v!uS~v 2 vs!

3 sin@ c ~v! 1 fP 2 ~v 2 vs!t 1 Df cos Vt#.

(20)
This power is detected through a spectrometer with a
power transfer function D(v 2 vd) with an adjustable
bandwidth Dvd and center frequency vd . The filtered
homodyne power is therefore

PV 5 E
0

`

PV~v; vs , vq!D~v 2 vd!dv. (21)

In our experiments, this power is measured at two ex-
tremes for the detection bandwidth: narrow-band detec-
tion with Dvd ! Dvs , Dvq , and broadband detection
with Dvd @ Dvs , Dvq . These cases are discussed in
Subsections 5.A and 5.B, respectively.

We performed three types of experiments that used the
broadband light source. At first, to study the detail of
the homodyne spectra, adaptive laser ranging with
narrow-band detection was performed with an ideal-
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phase modulation from the phase modulator. The homo-
dyne signal was detected by an avalanche photodiode
(APD) (Hamamatsu, C5460) with a spectrometer placed
in front of the detector (Fig. 2). Electric signals from the
detector were read out by a RF lock-in amplifier that was
synchronized with the phase modulation at 5 MHz. The
second experiment tested the sensitivity of this technique
for penetrating turbid media, in which broadband detec-
tion was used by removing the spectrometer. The third
experiment was ultrasound detection combined with laser
ranging. In this experiment, the phase modulator was
turned off, and the ultrasound piezomirror was used to
simulate ultrasound at a surface buried beneath the tur-
bid medium. The temporal responses of the homodyne
signals were detected using a digital oscilloscope in an av-
eraged acquisition mode.

A. Narrow-Band Detection
Conventional OCDR extracts information by a pure time-
domain process, i.e., correlating signal and reference elec-
tric field in the time domain. Our approach to adaptive
OCDR combines both time- and spectral-domain pro-
cesses. The hologram is written by time-domain interfer-
ence, while two-wave mixing generates spectral interfer-
ence between the signal and reference. As described
above, the spectral interference in adaptive OCDR plays a
unique role in adaptive laser ranging, and makes the sig-
nal trace sensitive to both the light-source spectrum as
well as the optical frequency range that is detected.

The narrow-band detected power from Eq. (21) is

PV 5 2AIrIsuq18~vd 2 vq!uuq0~vd!uS~vd 2 vs!sin@ c ~vd!

1 fP 2 ~vd 2 vs!t 1 Df cos Vt#Dvd , (22)

where the detector bandwidth Dvd is assumed small rela-
tive to all other bandwidths. In Eq. (22), the delay-
dependent linear factor q18(vd 2 vq) [defined in Eq. (16)]
gives the homodyne-power delay dependence with the
maximum at t equal to zero. Two important special
cases in terms of the optical frequency vd are identified in
Eq. (22), when the total phase

c ~vd! 1 fP 5 H0,p
6p/2. (23)

In the first case, at t equal to zero, the homodyne power
depends linearly on Df , which is the condition of
‘‘quadrature,’’ when the diffracted reference and transmit-
ted signal waves have an optimal relative phase of p/2.
The second case is when the homodyne power goes to
zero. It is also important to note that there are two
quadratures that respond with opposite sign to Df .

Figure 6(a) shows narrow-band adaptive homodyne sig-
nals from a single reflection as a function of the reference
delay time. The laser spectrum was centered at 834 nm
with a 5-nm bandwidth. With a spectrometer in front of
the photodetector, homodyne signals were detected at sev-
eral wavelengths with a 0.5-nm bandwidth. These traces
show oscillation in the homodyne signals as a function of
delay time with decreasing oscillation period as the de-
tecting wavelength shifted away from the center wave-
length. These oscillations represent the spectral phase
difference between first-order diffraction pulse and the
transmission pulse, which is mainly, but not exclusively,
the phase-dispersion component (vd 2 vs)t that comes
from the phase velocity of difference frequency and gen-
erates the delay-dependent oscillation with its period in-
versely proportional to the difference between the central
detection frequency and the central source frequency. In
addition, any irregular spectral phase such as chirp in the
pulse will distort these oscillations. Thus adaptive ho-
modyne can provide additional phase information on the
reflection pulse, whereas electric field correlation in con-
ventional OCDR cannot. Figure 6(b) shows the simula-
tion results corresponding roughly to the condition of Fig.
6(a) that is numerically calculated based on Eq. (22).
There are similar oscillation trends in the numerical
simulation. But because simulation is based on the as-
sumption of transform-limited pulses, the result is sym-
metric for negative and positive delay time in Fig. 6(b).
The asymmetry of the experiment data in Fig. 6(a) is
probably caused by pulse chirp from the laser source.

Fig. 6. Adaptive OCDR delay-line traces by narrow-band homo-
dyne detection. The wavelengths are the detection wave-
lengths. (a) Experiment results with 0.5-nm detection band-
width. (b) Simulation results under the same experimental
conditions.
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B. Broadband Detection
When the spectrometer is removed, the full bandwidth of
the homodyne signal is collected by the photodetector.
Without any loss in the spectrometer, this broadband de-
tection has higher photon flux than the narrow-band de-
tection. Figure 7 shows the homodyne signal wavelength
scan with broadening detection bandwidths. The signal
increases significantly with larger detection bandwidth.

Because of the phase dispersion, changes in the input
pulse spectrum cause significant changes in the shape of
the broadband signal traces. Figure 8(a) plots the broad-
band detected signal with 5-nm-bandwidth laser pulses.
The experimental trace shows a single positive peak,
whereas simulation results in Fig. 8(b) produce a domi-
nant positive peak with a small negative valley on the
tail. After we expanded the pulse bandwidth to 12 nm,
the experimental homodyne trace showed similar but
weaker oscillatory behavior, as in the narrow-band-
detected trace. A negative peak grew on the left tail of
Fig. 9(a), while in the simulation result [Fig. 9(b)], the
negative lobe is more dramatic. The peak width of the
simulation is narrower than experiment because the
simulation always assumes transform-limited pulses,
which cannot be produced by our self-mode-locked Ti:sap-
phire laser with such wide bandwidth. The negative lobe
is the effect of the frequency–time phase integrated over
the full spectrum, and is pronounced only when the spec-
trum is wide enough that the phase contribution from the
wings of the spectrum is large enough to overcome the
central part of the spectrum at delay times that are far
from zero.

From the point of view of spectral interferometry,18

these effects of phase dispersion represent the spectral in-
terference between a pulse (zero order of the signal) and
the same pulse (first-order diffraction of the reference)
that is phase shifted by vst 1 fP 1 p/2 and delayed by
T2 , which are put together by a PRQW device as an adap-
tive pulse mixer.19

6. SENSITIVITY AND DYNAMIC RANGE
The adaptive performance comes with a cost that may re-
duce its sensitivity (minimal detectable reflection power)

Fig. 7. Homodyne signal with increasing detection bandwidth.
The homodyne signals with broadband pulses were detected at
0.5-, 1-, 2.5-, 4-, and 5-nm detection bandwidths.
relative to conventional OCDR. In the large-signal limit,
the signal-to-noise ratio (SNR) of the adaptive system is
limited by the Joule heating of the PRQW device, which
limits the maximum light intensity the device can sup-
port. Consequently, the reference-beam intensity cannot
be large when the signal beam is strong. On the other
hand, in the small-signal limit, the system is limited by
electronic noise of the detector, or by laser noise, which
depends on the power of the two beams.

In an ideal case when the system is shot-noise limited
and the signal beam is from a single reflection, the con-
ventional OCDR system SNR is

S S

N D
conv

5
2PrPs

Pr 1 Ps

hd

hnB
, (24)

where hd is the photodetector quantum efficiency, Pr,s are
the total powers of the reference and signal beams, and B

Fig. 8. Adaptive OCDR delay scan trace by broadband homo-
dyne detection: (a) Experimental results with 5-nm-bandwidth
laser pulses centered at 833 nm. (b) Simulations for the same
conditions.
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is the electronic detection bandwidth. Compared with
conventional OCDR, the SNR of adaptive OCDR is

S

N
5 exp~2aL !

4Pr

Pr 1 Ps
h~v!@J0~Df!sin~Df!#2S S

N D
conv

.

(25)

The extra term in Eq. (25) represents the loss due to the
adaptive holographic beam combining. This includes (1)
the absorption of the PRQW device, which has an average
absorption coefficient of 5 3 103 cm21 over an approxi-
mately 1-mm-thick film, (2) the fringe wash-out by fast
phase modulation, and (3) a limited diffraction efficiency
h(v) of ;0.5%. In the shot-noise limit, these factors cost
adaptive OCDR a 15-dB loss in sensitivity. In the small-
signal limit, when the reference-beam intensity is much
larger than the signal-beam intensity, the minimal detect-
able reflectance power of adaptive OCDR is 5 fW for a

Fig. 9. Adaptive OCDR delay scan traces by broadband homo-
dyne detection: (a) Experimental result with 12-nm-bandwidth
laser pulses centered at 833 nm. (b) Simulation under nomi-
nally the same conditions, but assuming transform-limited
pulses.
photodetector quantum efficiency hd of 70% and a 30-Hz
detection bandwidth achieved by a 10-ms lock-in integrat-
ing time.

Adaptive OCDR could achieve shot-noise-limited per-
formance with a high-sensitivity detector that can sense
femtowatts optical power, such as photon multiplier. But
in applications, a higher-sensitivity detector is prone to be
saturated by the incoherent background, which is reflec-
tions outside of the coherence gating set by the delay; as a
result, to avoid detector saturation, a less sensitive but
more robust detector is used. The sensitivity of the sys-
tem is likely limited by the dynamic range of the photo-
detector. Conventional OCDR shares the similar limita-
tion, but because the reference and signal beams are
mixed on the photodetector in conventional OCDR, the
main limit is the balance between the high reference
power that is necessary to generate a detectable interfer-
ence signal from a weak reflection and the interference
signal that buries in the high-power reference. Adaptive
OCDR never achieves a reference power at the detector
larger than the coherent reflection power. Therefore the
detector only suffers from the incoherent background in
the signal beam. In applications, this advantage may
compensate the theoretical 15-dB sensitivity loss.

On the other hand, adaptive OCDR has a disadvantage
in the dynamic range, i.e., range between maximal and
minimal detectable reflections. Homodyne powers in
adaptive OCDR fall off faster with weaker coherent re-
flection relative to conventional OCDR. For a constant
reference beam power that is much stronger than the co-
herence reflection, the adaptive OCDR signal follows the
coherence reflection power as

dPd } exp~2aL !Ah~v0!mAPrPcor } Pcor , (26)

whereas for conventional OCDR, this is

~dPd!conv } APrPcor } APcor. (27)

To achieve the same reflection-power dynamic range, the
adaptive approach requires a detector with a decibel dy-
namic range twice the decibel range that would be suffi-
cient for conventional OCDR. This higher requirement
on the detector will lead to sacrificing reflection-power dy-
namic range, which means losing sensitivity on weak-
reflecting structures in highly heterogeneous samples.

It is interesting to make a comparison with holographic
optical coherence imaging6 (OCI), which is a full-frame
imaging approach that uses PRQW devices for direct im-
aging inside tissue. Holographic OCI is background free
in the sense that the incoherent background in the signal
beam does not fall on the CCD detector, which preserves
the full dynamic range of the detector for the coherent in-
formation. In the small-signal limit, the imaging inten-
sity of holographic OCI is

Pd } exp~2aL !h~v0!m2Pr } Ps , (28)

which follows the same power dependence with adaptive
OCDR signals but at a lower power level. The minimal
detectable reflection power of holographic OCI is higher
than adaptive OCDR if both are shot-noise limited, but
because it is incoherent background free, it is more prac-
tical for highly scattering structures.
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The sensitivity of our system was tested experimen-
tally by penetrating a highly scattering turbid medium.
Figure 10 shows adaptive homodyne traces with increas-
ing turbid-medium thickness taken with 12-nm-
bandwidth laser pulses. Pulse characterization results
of the 12-nm pulse are shown in Fig. 3(b); 12-nm pulses
instead of 5-nm transform-limited pulses were used in the
laser ranging experiment for better depth resolution.
With 12-nm-bandwidth laser pulses, the cross-correlation
peak is 185 fs wide at half-maximum. The width of the
homodyne traces is 185 fs, equivalent to a 28-mm depth
resolution in reflectometry, which matches the electric
field autocorrelation results of the laser pulse shown in
Fig. 3(b). The signal-beam size at the PRQW device was
approximately 1 mm in diameter, and the reference beam
size is approximately 1.5 mm in diameter. We started
with a clear medium with a total light intensity at 100
mW/cm2 and b, the beam-intensity ratio of the reference
beam to the signal beam at the PRQW device, equal to 3.
We maintained b by decreasing the reference intensity
while increasing the optical thickness of the turbid me-
dium. By the time the optical thickness approached 13
MFP, with 3 mW of reference power at the PRQW device,
the system noise was dominated by electronic noise.
Thereafter, the reference-beam power at the PRQW de-
vice was kept constant at 3 mW. As shown in Fig. 10,
with 200-mW incident power on the turbid media, the sys-
tem detects reflections that have been attenuated by tur-
bid media with total travel path lengths from 0 to 9.8
mean free path (MFP), and with 200-mW incident power,
the path length increased to 16.4 MFP (which corre-
sponds to 1 mm deep into human skin). The photodetec-
tor used in our experiment has a sensitivity limit of 1 nW.
In both cases, the system reaches its penetration limits
when the signal-beam power on the detector dropped to
its sensitivity limit.

Fig. 10. Adaptive OCDR traces of a single reflection behind a
turbid medium with total travel lengths from 0 to 16.4 MFPs (re-
drawn from Ref. 27). Data for 0–9.8 MFPs were measured with
200-mW incident power, and for 9.8–16.4 MFPs were measured
with 200-mW incident power.
Compared with conventional OCDR, adaptive ap-
proaches are not superior in sensitivity, mostly because of
the low diffraction efficiency of PRQW devices. There are
photorefractive materials20 with higher diffraction effi-
ciency, which would bring the sensitivity close to conven-
tional OCDR, but the response rates are typically slower
than PRQW devices and may not be enough for high-
speed acquisition. The adaptive losses must be evalu-
ated against the gain in real applications, and the choice
of adaptive material, environment, and optical characters
of the sample all play roles in such an evaluation.

7. ADAPTIVE ULTRASOUND DETECTION
THROUGH TURBID MEDIUM
An OCDR system based on adaptive interferometry can
also be combined with laser-based ultrasound (LBU). Ul-
trasound imaging provides reasonable contrast for detect-
ing internal physiological structure and has moderate
spatial resolution (approximately millimeter).21 Higher
resolution is possible by incorporating optical techniques
into ultrasonic imaging because of the short optical wave-
lengths. Optical detection modalities have been devel-
oped to image into tissue using photon diffusion either by
all-optical modulation with spatial resolution limited to
several millimeters22 or by ‘‘tagging’’ the light with fo-
cused ultrasound that can penetrate tissue readily and
can be focused to spot sizes of a millimeter.23–25 The
combination of OCDR and LBU differs from optoacoustic
techniques by detecting the ultrasound at localized points
inside a sample or beyond an obstacle rather than at the
medium surface, and it differs from the acousto-optic
tagged photon diffusion techniques by the high spatial
resolution of coherence-domain techniques. LBU would
normally require the condition of phase quadrature (p/2
relative phase between the signal and reference) to be
maintained to yield maximum linear detection of small-
signal phase modulation. But the combination is pos-
sible with adaptive interferometry that self-compensates
changing spatial and temporal phase between the refer-
ence and the phase-modulated signal and maintains the
phase-quadrature condition.

Laser-based ultrasound detection detects a small phase
modulation from acoustic displacements. The phase-
quadrature condition is necessary in ultrasound detection
because of the high-sensitivity requirement to detect
small phase modulations. Narrow-band detection is used
and the detection wavelength is carefully chosen to sat-
isfy the quadrature condition, as in Eq. (23). The
narrow-band-detected homodyne signal at the quadrature
wavelength is

dPd~vq , t; t ! 5 2 exp@2a~vd!L#

3^m~t!&Ah~vd!AIs~vd!Ir~vd!Dvd

3 sin@2~vd 2 vs!t 1 f~t !#, (29)

where Dvd is the optical detecting bandwidth, and the
phase modulation is f(t) 5 4p/ld(t), which is caused by
ultrasonic vibrations d(t). The homodyne signal is most
sensitive to the surface displacement at path match
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dPd~vd , 0; t ! 5 2 exp@2a~vd!L#^m~0 !&Ah~vd!

3 AIs~vd!Ir~vd!Dvd sinF4p

l
d~t !G .

(30)

The minimum detectable surface displacement is the dis-
placement that generates a signal amplitude that is equal
to the root-mean-square noise. At the shot-noise limit,
the minimum detectable surface displacement would be

Ddmin 5
l

4p

exp@a~vd!L/2#AhnB

2mAh~vd!hdIr~vd!Dvd

. (31)

A laser ultrasound receiver sensitivity can be quantified
as a noise-equivalent surface displacement, correspond-
ing to the minimum detectable displacement with 1-mW
incident power and 1-Hz electronic bandwidth. It has
been proved that shot-noise-limited adaptive LBU is sen-
sitive to subpicometer surface displacements.26 In adap-
tive OCDR-based ultrasound detection experiment, the
penetration ability of OCDR is combined with the high
surface displacement sensitivity by using the broadband
light source. The noise-equivalent surface displacement
of the system is

Ddmin 5
l

4p

exp@a~vq , F !L/2#Ahn

2mAh~vq!hd

3
1

AhDv

, (32)

Fig. 11. Laser-based ultrasound (LBU) signal versus increasing
optical thickness from 0.59 MFP to 11 MFP (redrawn from Ref.
28). The signal was detected at the quadrature wavelength
with 1-nm detection bandwidth at zero relative time delay.
Beam-intensity ratio b at the PRQW devices was maintained at a
value of 3 by decreasing the reference intensity while increasing
the optical thickness of the turbid medium.
where hDv is energy efficiency of narrow-band detection
on the broadband spectrum. The last factor in Eq. (32)
represents the sensitivity loss compared with cw adaptive
LBU,26 coming from the light energy loss in narrow-band
detection on the broadband spectrum. For a 13-nm
Gaussian spectrum, the energy efficiency of 1-nm narrow-
band detection at the peak is 7%; thus the noise-
equivalent surface displacement is larger by a factor of 4
when adaptive LBU is combined with OCDR.

Figure 11 shows laser-based ultrasound signals under
different turbid optical thicknesses detected at the
quadrature wavelength with 1-nm bandwidth at zero
relative time delay. The temporal responses of the homo-
dyne signals were detected by a high-speed APD
(Hamamatsu, C5658), amplified by an ultrasonic preamp-
lifier (Panametrics, 5660B), bandpass filtered at 2 MHz
with 3.5-MHz bandwidth, and then acquired by a digital
oscilloscope with a 20-MHz bandwidth in an acquisition
mode with an average of 100 waveforms. The signal
traces show vibrations at a megahertz frequency. Wave
fronts of the compression waves (P wave) and shear
waves (S wave) can be recognized. A rapid signal drop
was experienced beyond an optical thickness of 4 MFP,
while the trace shape was well preserved despite the in-
creasing penetration depth. The homodyne signal was
detected even when the signal beam passed through the
turbid media with an optical thickness of 11 MFP.

8. CONCLUSION
In conclusion, we have described the use of an adaptive
interferometer to perform optical coherence-domain re-
flectometry. Optimal modulation and depth resolution of
adaptive OCDR have been discussed, as well as the time-
spectral two-dimensional homodyne readout process.
Experiments proved the first system has 16-MFP travel
depth and can be combined with ultrasound detection be-
neath turbid media. Certain limitations such as sensi-
tivity and dynamic range do exist, but these limitations
are paid for by a lot of advantages: By combining the
waves adaptively, mechanical vibration and multimode
speckle are removed in the coherent detection signal.
For homodyne-detection applications, the adaptive inter-
ferometer provides stability. The quadrature condition is
maintained independently of drifting optical components,
which creates the ability of combining ultrasound detec-
tion with delay line scan. The full speckle field can be
captured because each speckle is phase locked, and all
work in unison to provide strong signal modulation,
which improves detection efficiency.

However, it must be pointed out that an application
such as rapid-scan OCT, which relies on heterodyne de-
tection, would not likely benefit from the adaptive ap-
proach because the sweeping phase of the detected signal
requires no phase locking, and single-mode illumination
(as from a confocal microscope or a single-mode fiber)
would not need the speckle-compensation capabilities.
Nonetheless, other applications such as en face scanning
that works at fixed delay, or full-field imaging,6 could ben-
efit from the adaptive approach explored here.
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