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We perform a study of the effect of the high in-plane electric field on spin precession and spin dephasing due
to the D’yakonov–Perel’ mechanism inn-type GaAs(100) quantum wells by constructing and numerically
solving kinetic Bloch equations. We self-consistently include all scattering such as electron/phonon,
electron /nonmagnetic impurity as well as electron–electron Coulomb scattering in our theory and systemati-
cally investigate how the spin precession and spin dephasing are affected by the high electric field under
various conditions. The hot-electron distribution functions and spin correlations are calculated rigorously in our
theory. It is found that the D’yakonov–Perel’ term in the electric field provides a nonvanishing effective
magnetic field that alters the period of spin precession. Moreover, spin dephasing is markedly affected by the
electric field. The important contribution of the electron–electron scattering to spin dephasing is also discussed.
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I. INTRODUCTION

Spintronics is an active field in which processes that ma-
nipulate the spin degree of freedom of electrons, with the
goal of developing new electronic devices with improved
performance and new functionality compared to traditional
ones which are based on precise control of the charge distri-
bution of electrons, are studied.1,2 Understanding spin
dephasing is an important prerequisite for the realization of
such devices. As most of the semiconductor electronic de-
vices are very small and even a small applied voltage gives a
strong electric field, these devices usually work in the hot-
electron condition.3,4 Therefore understanding spin dephas-
ing in the presence of a strong electric field is of particular
importance to spintronic application.

Recent experiments have shown that the electron spin
lifetime is very long in n-type zinc-blende
semiconductors.5–7 In theory spin dephasing in semiconduc-
tors without a high electric field has been extensively stud-
ied. Three spin dephasing mechanisms have been proposed:8

the Elliot–Yaffet mechanism9,10 which is important in the
narrow-band-gap and/or high impurity-doped semiconduc-
tors; the Bir–Aronov–Pikus mechanism11 which is important
in pure orp-type semiconductors; and the D’yakonov–Perel’
(DP) mechanism12 which is the main spin-dephasing mecha-
nism in n-type zinc-blende semiconductors such as GaAs
and InAs. The DP mechanism originates from spin–orbit in-
teraction in crystal without an inversion center and results in
spin splitting of the conduction band atkÞ0. This is equiva-
lent to an effective magnetic field acting on the spin, with its
magnitude and orientation depending on the electron wave
vector. Moreover, an important many-body spin dephasing
mechanism due to combined effects of the inhomogeneous
broadening of the spin precession and the spin conserving
scattering by irreversibly disrupting the phases between spin
dipoles has been proposed recently13 and closely
studied.14–17

The study of the effect of electric fields on electron spin in
semiconductors is just beginning. Experiments have shown

that spin polarization is not destroyed by the strong electric
field applied in transport up to a few kV/cm.18,19 It is re-
vealed that under the right configurations the electric field
can drive the electrons toward a larger spin injection
length.2,20–26In Ref. 27, the spin dephasing in quantum wires
under high electric field was studied through Monte-Carlo
simulation. Electric manipulation of the spin of two-
dimensional(2D) electrons through Rashba28 spin–orbital in-
teractions using the in-plane ac electric field has also been
proposed.29 Nonetheless how the hot-electron effect affects
spin dephasing/transport is so far not fully investigated.
Complete understanding of the hot-electron effect on spin
dephasing inn-type GaAs quantum wells(QWs) can be ob-
tained by solving the many-body kinetic Bloch
equations13,14,30which have been applied successfully to the
study of spin dephasing17 and spin transport recently.31,32

In this paper, we use many-body kinetic equations to
study the effect of high electric field on spin dephasing. The
paper is organized as follows: In Sec. II we present the
model and construct the kinetic Bloch equations. Then we
show the effect of the electric field on the spin dephasing
problem by numerically solving the kinetic equations. In
Sec. III A we first discuss how the electric field affects spin
precession. Then we concentrate on understanding the effect
of high electric field on spin dephasing under various condi-
tions, such as at different impurity densities, temperatures,
and initial spin polarizations. We summarize the main results
in Sec. IV. In Appendix A we present the effect of the
electron–electron Coulomb scattering on the spin dephasing.

II. MODEL AND KINETIC EQUATIONS

We start our investigation with ann-type (100) GaAs QW
of width a with its growth direction along thez axis. A
uniform electric fieldE and a moderate magnetic fieldB are
applied along thex axis (Voigt configuration). Due to con-
finement of QW, the momentum along thez axis of electrons
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is quantized. Therefore the electrons are characterized by a
subband indexn and a two-dimensional momentumk
=skx,kyd, together with spin indexss=±1/2d. For simplicity,
we only consider wells of small width so that the separation
of the subband energy is large enough and therefore only the
lowest subband is populated and the transition to the upper
subbands is unimportant. It is noted that due to the so called
“runaway” effect, the single subband model is valid only
when the electric field is less than a few kV/cm.33,34 This is
because when the electric field is above the threshold value,
electrons gain energy from the field faster than they can dis-
sipate it by emitting phonons and therefore the transition to
upper subbands becomes significant. Consequently in the
present paper we only study the case with electric field up to
1 kV/cm which is sufficiently large to produce the hot-
electron effect.

For n-type samples, spin dephasing mainly comes from
the DP mechanism.8,12 With the DP term included, the
Hamiltonian of the electrons in the QW is given by

H = o
kss8

Hs«k − eE ·Rddss8

+ fgmBB + hskdg ·
sss8

2
Jcks

† cks8 + HI . s1d

Here«k =k2/2m* is the energy spectrum of the electron with
momentumk and effective massm* . s is the Pauli matrix.
R=sx,yd is the position.hskd represents the DP term which
serves as an effective magnetic field with its magnitude and
direction depending onk. It is composed of the Dresselhaus
term35 and the Rashba term.28 For GaAs QWs, the leading
term is the Dresselhaus term which can be written as

hxskd = gkxsky
2 − kkz

2ld;

hyskd = gkyskkz
2l − kx

2d;

hzskd = 0. s2d

Here kkz
2l represents the average of the operator −s] /]zd2

over the electronic state of the lowest subband and is there-
fore sp /ad2. g=s4/3dsm* /mcvds1/Î2m*3Egdsh /Î1−h /3d
and h=D / sEg+Dd, in which Eg denotes the band gap;D
represents spin–orbit splitting of the valence band; andmcv is
a constant close in magnitude to free electron massm0.

36 The
Rashba term is proportional to the total electric field. For
narrow band-gap semiconductors such as InAs, the Rashba
term dominates. For wide band-gap semiconductors like
GaAs, it is marginal in the regime of the applied electric field
we studied. The interaction HamiltonianHI is composed of
Coulomb interactionHee, electron–phonon scatteringHph, as
well as electron–impurity scatteringHi. Expressions for them
can be found in textbooks.37,38

In order to study the hot-electron effect on spin dephas-
ing, we limit our system to a spacial homogeneous one in
order to avoid additional complications such as charge/spin

diffusion. The kinetic Bloch equations in such a system are
constructed using the nonequilibrium Green function method
with gradient expansion38 and can be written as

ṙk,ss8 − eE · =krk,ss8 = uṙk,ss8ucoh+ uṙk,ss8uscat, s3d

whererkss8 represents the single particle density matrix el-
ements. The diagonal terms describe the electron distribution
functions rk,ss; fks. The off-diagonal elementsrk,1/2−1/2
=rk,−1/21/2

* ;rk stand for the interspin-band polarizations
(spin coherence).30 The second terms in the kinetic equations
describe the momentum and energy input from electric field
E. ṙkss8ucoh on the right-hand side of the equations describes
the coherent spin precession around applied magnetic field
B, the effective magnetic fieldhskd from the DP term as well
as the effective magnetic field from electron–electron inter-
action in the Hartree–Fock approximation.ṙkss8uscat denotes
the electron–impurity, the electron–phonon, as well as the
electron–electron scattering. The expressions for these terms
are given in Appendix B.

The initial conditions att=0 are taken to berks0d=0 and
electron distribution functions are chosen to be those of the
steady state under the electric field but without the magnetic
field and the DP term. Specificallyfk,ss0d is the steady solu-
tion of kinetic equations(3) with spin coherencerk, the mag-
netic field and the DP term set to zero. These initial distribu-
tion functions can be approached by assuming that at time
−t0 there is no spin coherencerks−t0d=0 and the electron
distributions are just the Fermi distribution functions for
each spins at background temperatureT:

fkss− t0d = hexpfs«k − msd/Tg + 1j−1, s4d

and then self-consistently solving kinetic equations(3) with
the magnetic field and the DP term turned off(therefore no
spin precession andrk ;0). By taking t0 large enough one
may get the steady state solution beforet=0. In Appendix A
we present a typical electron distribution function in the
steady state under the electric field. The imbalance of the the
chemical potentialm1/2Þm−1/2 gives the initial spin polariza-
tion,

P =
Ne1/2s0d − Ne−1/2s0d
Ne1/2s0d + Ne−1/2s0d

, s5d

whereNesstd=ok fk,sstd is the number of the electrons with
spin s at time t.

III. NUMERICAL RESULTS

As one may notice, all the unknowns to be solved appear
in the coherent and the scattering terms nonlinearly. There-
fore the kinetic Bloch equations have to be solved self-
consistently to obtain the electron distribution and the spin
coherence.

We numerically solve the kinetic Bloch equations in such
self-consistent fashion to obtain temporal evolution of the
electron distribution functionsfksstd and the spin coherence
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rkstd. Once these quantities are obtained, we are able to de-
duce all the quantities such as electron mobilitym and hot-
electron temperatureTe for small spin polarizationP as well
as the spin dephasing rate for any spin polarizationP. The
mobility is given by m=oksfkss0dk / sm*NeEd; the electron
temperature is obtained by fitting the Boltzmann tail of the
electron distribution function, whereas the spin dephasing
rate is determined by the slope of the envelope of the inco-
herently summed spin coherencerstd=okurkstdu.13,30,39 It
should be noted that the spin dephasing time obtained in this
way includes both the single-particle and the many-body
spin dephasing contributions.

We include the electron–electron, the electron–phonon
and the electron–impurity scattering throughout our compu-
tation. For electron–phonon scattering, since we concentrate
on the relatively high temperature regime, only electron–
longitudinal optical(LO) phonon scattering is important. The
numerical scheme for solution of the kinetic equations is laid
out in detail in Appendix B. The total electron densityNe, the
width of the QWa and the magnetic field applied are taken
to be 431011 cm−2, 15 nm and 4 T, respectively. The mate-
rial parameters of GaAs are listed in Table I. The numerical
results are presented in Figs. 1–5.

A. Electric field dependence of the spin precession frequency

In Fig. 1 we plot the typical temporal evolution of the
electron densities of spin up and down for a GaAs QW with

initial spin polarizationP=2.5% under two electric fields,
E=0.5 and −0.5 kV/cm, atT=120 K.B=4 T for both cases.
The corresponding incoherently summed spin coherence is
also plotted in Fig. 1. One can see that the temporal evolu-
tions of the electron densities and the spin coherence are
similar to those in the absence of an applied electric field.17

TABLE I. Material parameters used in the numerical
calculations.

k` 10.8 k0 12.9

v0 35.4 meV m* 0.067m0

D 0.341 eV Eg 1.55 eV

g 0.44

FIG. 1. Electron densities of spin up and down and the incoher-
ently summed spin coherencer vs time t for a GaAs QW with
initial spin polarizationP=2.5% under different electric fields,E
=0.5 (solid lines) and −0.5 kV/cm(dashed lines). Top panel:B
=0 T; bottom panel:B=4 T. Note the scale of the spin coherence is
on the right side and the scale of the top panel is different from that
of the bottom one.

FIG. 2. Net effective magnetic fieldB* from the DP term vs drift
velocity Vd at T=120 K with impurity densityNi =0. The solid
curve is the corresponding result from Eq.(7).

FIG. 3. SDTts vs the electric fieldE applied atT= (a) 120 and
(b) 200 K for initial spin polarizationP=2.5% with different impu-
rity densities:P Ni =0; l Ni =0.6 Ne; andm Ni =1.2 Ne.
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The electron densities and the spin coherence oscillate as
electron spins and undergo Larmor precession around the
total (effective) magnetic field. Due to spin dephasing, the
amplitude of the oscillation decays exponentially. An inter-
esting effect of the high in-plane electric field on spin pre-
cession is that there is a marked difference in the precession
frequency under different electric fields(even electric fields
of the same magnitude but in opposite directions). As shown
in Fig. 1, although there is almost no difference in corre-
sponding spin dephasing rate, the periods of the oscillations
are 51.2 and 33.6 ps for applied electric fields ofE=−0.5 and
0.5 kV/cm, respectively. Both periods deviate from 40.6 ps,
which is the electric-field-free one of Larmor precession un-
der magnetic fieldB=4 T.

Moreover, it is expected that atvery lowtemperature(i.e.,
a few kelvin) where the momentum collision rate is small,
the DP term can result in rapidly damped oscillations in the
spin signal whenB=0. At higher temperatures, due to the
higher collision rates these oscillations disappear totally and
the spin polarization decays exponentially over time40 and
the oscillations can only be seen when there is a magnetic
field applied in the Vogit configuration. Nevertheless, it is of
particular interest to note in the top panel of Fig. 1 that even
at temperature as high as 120 K, the spin signal oscillates
with period 219.9 ps when there isno magnetic field applied
but an applied electric fieldE=0.5 kV/cm.

Both features above originate from the high electric field
E applied along thex axis. With the applied electric field, the
electrons get a net center-of-mass drift velocityVd and the
distribution function is no longer first-order momentum free,
i.e., s1/Ne

dokk fks=m*VdÞ0. From Eq.(2) one finds that
there is a net effective magnetic fieldB* along thex axis
from the DP term which does not exist whenE=0. From the
period of spin oscillation in Fig. 1, one can deduce effective
magnetic fieldB* . When electric fieldE= ±0.5 kV/cm, the
net effective magnetic fieldB* = 70.74 T.

The average of the total effective magnetic field the elec-
trons experience at low spin polarization can be given ap-
proximately by

Btot = B + B* = B +
1

gmB

E dksfk1/2 − fk−1/2dhskd

E dksfk1/2 − fk−1/2d
. s6d

By taking the electron distribution function as the drifting
Fermi function fks=hexpfsk −m*Vdd2/ s2m* −msd / skBTedg
+1j−1, the effective magnetic field for small spin polarization
can be roughly estimated as follows:

B* = gm*3VdhEf/f2s1 − e−Ef/kBTedg − Ecj/gmB, s7d

with Ef andEc the Fermi energy and confinement energy of
the QW, respectively. In Fig. 2 the effective magnetic field
B* deduced from the frequencies of our numerical result is
plotted as a function of drift velocityVd for the impurity-free
sample. The result predicted by Eq.(7) is also plotted Fig. 2
for comparison with the hot-electron temperatureTe obtained
by fitting the Boltzmann tail of the calculated electron distri-
bution functions. It is seen in Fig. 2 that Eq.(7) gives a
reasonable estimate ofB* .

FIG. 5. Spin dephasing timets s•d vs the initial spin polarization
for T=120 K andNi =0 (a) andNi =0.6 Ne (b) under different elec-
tric fields: P E=0; s E=0.25 kV/cm; l E=0.5 kV/cm; m E
=0.75 kV/cm.

FIG. 4. SDTts vs electron temperatureTe at lattice temperature
T=120 K with initial spin polarizationP=2.5% forNi =0 sPd and
Ni =0.6 Ne sld. The curves are plotted as a guide to the eye.
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B. Electric field dependence of the spin dephasing time
of electrons with small spin polarization

In addition to affecting the spin precession frequency, the
high electric field applied also changes the spin dephasing
time (SDT), i.e., the inverse of the spin dephasing rate, al-
though the electric field does not couple to the electron spin
directly. In Figs. 3(a) and 3(b), we plot the SDT of the elec-
trons with initial spin polarizationP=2.5% as a function of
electric fieldE for different impurity densitiesNi at T=120
and 200 K, respectively. It is seen from Fig. 3(a) that for the
impurity-free sample, the SDT first increases with the elec-
tric field from ts=175 ps atE=0 and then saturates tots
=300 ps, 70% higher whenE is close to 1 kV/cm. For
samples with impurities, the SDT also increases with the
electric field but at a decreased rate of increase for higher
impurity densities. When the impurity density rises to 1.2Ne,
ts first increases for a small electric field and then decreases
when the electric field is higher than 0.75 kV/cm. Moreover
the change of SDT with the electric field is much smaller
than that of the impurity-free sample. The electric field de-
pendence of the SDT varies as the background temperature
changes. When the temperature is raised to a relatively high
one, say,T=200 K in Fig. 3(b), the SDT increases slightly
with the electric field and then decreases when
E.0.25 kV/cm even for the impurity-free sample.

The electric field dependence of the SDT is understood
due to the concurrent effects of the high electric field and the
DP term. The most obvious effect of the electric field is that
the electrons get center-of-mass drift velocity and the center
of the distribution functions drift away fromk =0. One con-
sequence of drift is that the DP term gives a net effective
magnetic field as discussed above. This field is moderate and
hence has little effect on the SDT. Another effect is that
because more electrons are distributed in the large momen-
tum region, the contribution from the DP term with large
momentum is enhanced and the SDT can be reduced. Nev-
ertheless, in addition to drift, the high electric field also has
another countereffect: As the high electric field gives the
hot-electron effect with electron temperatureTe higher than
T, the scattering is strengthened. This can enhance the
SDT.8,17 In short, drift of the center of mass in momentum
space tends to reduce the SDT while the hot-electron effect
helps to enhance it in the regime of our study. With these two
effects considered, the electric field dependence of the SDT
can be understood.

When the electric field is small, its effect on the DP term
due to drift is marginal. Therefore the SDT increases with the
electric field due to the hot-electron effect when temperature
T is relatively low. As the electric field increases, the effect
of drift becomes important and the SDT saturates as a con-
sequence. It should be noted that the hot-electron effect is
more pronounced for the system with smaller impurity den-
sity under a given electric field.41 As a result, the SDT in-
creases more slowly with the electric field when the impurity
density is higher. For high impurity-doped samples, the hot-
electron effect is markedly smaller than that for pure ones,
therefore the SDT only increases slightly in the low electric
field region and then decreases as the effect of drift becomes
more dominant. Moreover, when lattice temperatureT in-

creases, the hot-electron effect is also reduced. Therefore, in
the high temperature regime the drift effect becomes impor-
tant even for low electric fields and it is then possible that the
SDT may drop with an increase of electric field even for
impurity-free QWs. Moreover, the change in thets–E curve
at high temperatures is smaller than that at low temperatures
as shown in Fig. 3.

We note that the electric-field dependence ofts we obtain
is different from that of quantum wires where the SDT de-
creases with the electric field.27 This difference may come
from different contributions of drift and the hot-electron ef-
fect in quantum wells and quantum wires. In quantum wires
the electrons are much more easily accelerated by the electric
field toward higher momentum states. Therefore the drift ef-
fect is more pronounced and it is possible that the SDT is
reduced by the electric field. The competing effect of drift
and hot electrons in QWs results in a more complicated de-
pendence of the SDT on the electric field.

In order to further elucidate the effect of the high electric
field to the SDT, we replot the the SDT as a function of
electron temperatureTe with T=120 K for Ni =0 and 0.1Ne
in Fig. 4. It is seen that the SDT increases with electron
temperatureTe, similar to in the electric-field-free case where
the SDT increases with the temperature.17,42 Figure 4 also
shows that the impurities reduce the hot-electron effect and
increase the SDT. These results indicate that for the electric
fields in our study, the electric field dependence of the SDT
is affected mainly by the hot-electron effect not the drift
effect.

C. Electric field dependence of the spin dephasing time
of electrons with high spin polarization

We now turn to studying the effect of the electric field on
spin dephasing with high initial spin polarization. A similar
problem in the absenceof electric field has been studied in
our previous work.17

The numerical results are presented in Fig. 5 where the
SDT is plotted as a function of the initial spin polarization
under different electric fields. It is seen that for all the elec-
tric fields we study, the SDT increases with the spin polar-
ization as in the case ofE=0.17 However the speed of the
increment drops with an increase of electric field. It is inter-
esting to see that the electric field dependence of the SDT is
quite different for different initial spin polarizations. In the
low polarization regime, the SDT increases with the electric
field while in the high polarization one, it decreases with the
electric field. For moderate spin polarized electrons, the SDT
is insensitive to the electric field.

The rise of the SDT with the initial spin polarization is
understood by the effective magnetic field from the Hartree–
Fock (HF) term. Since one component of this effective field
is along thez axis, it removes “detuning” of the spin flip
between the spin-up and -down bands and consequently sup-
presses spin precession around the magnetic field and greatly
reduces spin dephasing.17 Therefore, all the factors, such as
the magnetic field, temperature, impurity, electron density,
and applied electric field which can change the HF term,
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affect spin dephasing in the high spin polarization case dra-
matically. These factors except that of the electric field have
been discussed in detail in our previous work.17 As for the
applied high electric field, both the drift and the hot-electron
effects affect the HF term. Drift of the center of mass in
momentum space provides two competing effects on the HF
term: One is to enhance the HF term through the net effec-
tive magnetic fieldB* discussed above. The other is to de-
stroy the HF term by increasing the DP effect. Meanwhile
the hot-electron effect tends to soften the HF term through
increases of electron temperature and the scattering rate. Our
results indicate that the electric field tends to reduce the ef-
fective magnetic field from the HF term in the high spin
polarization regime and as a consequence reduces the SDT.

IV. CONCLUSION

We have performed a systematic investigation of spin
dephasing due to the DP mechanism in the presence of high
electric fields by constructing a set of kinetic Bloch equa-
tions for n-type semiconductor QWs based on the nonequi-
librium Green function method with gradient expansion. In
our theory, we included the in-plane electric field, the mag-
netic field in the Voigt configuration, DP spin–orbital cou-
pling and all spin conserving scattering such as electron–
phonon, electron–nonmagnetic impurity as well as the
electron–electron scattering. By numerically solving the ki-
netic equations, we studied the evolution of electron distri-
bution functions and the spin coherence of spin polarized
electrons. The SDT was calculated from the slope of the
incoherently summed spin coherence. In this way, we were
able to study in detail how spin precession and spin dephas-
ing are affected by the electric field in various conditions,
such as the impurity, temperature, and spin polarization.

The in-plane electric field has two competing effects for
electron spin. The most obvious one is that the electrons get
a center-of-mass drift velocity and the center of the distribu-
tion functions drifts away fromk =0. One consequence of
drift is that the DP term contributes a nonvanishing net ef-
fective magnetic field which changes the period of spin pre-
cession. The larger the electric field, the larger the drift ve-
locity and consequently the net effective magnetic field. For
the electric fields we studied, the net effective magnetic field
is up to the order of 1 T. This moderate magnetic field has a
marginal effect on the SDT although it results in a distinct
change in the spin precession period. Another consequence
of drift is that because more electrons are distributed in the
large momentum regime, the contribution of the DP term
with large momentum is enhanced. Therefore drift can re-
duce the SDT. In addition to drift, the high electric field also
introduces another countereffect on spin dephasing: The scat-
tering, which tends to drive the electrons to the steady state,
is enhanced because the hot-electron effect brought about by
the high electric field with electron temperatureTe is higher
than backgroundT. That is, the high electric field can also
affect spin dephasing through the hot-electron effect. With
these two effects of the electric field on spin dephasing, the
electric field dependence of spin dephasing is very rich in
detail.

In the small spin polarized regime, the hot-electron effect
tends to enhance the SDT since an increase in scattering rate
reduces inhomogeneous broadening. Therefore in the small
electric field regime where the effect of drift is marginal, the
SDT increases with the electric field due to the hot-electron
effect. For a larger electric field, the effect of drift become
stronger. Therefore the SDT saturates under joint action of
drift and the hot-electron effect. When the impurity density
or background temperatureT increases, the hot-electron ef-
fect is reduced and the effect of drift becomes relatively im-
portant. As a result, the increase of the SDT with the electric
field is reduced. For some regimes, the SDT decreases with
an increase of electric field when the drift effect is dominant.

In the high spin polarized regime where the HF term plays
an important role in spin dephasing, the hot-electron effect
tends to reduce the SDT since both the increase of electron
temperatureTe and increase of scattering reduce the HF
term. Therefore, in the high spin polarization regime, the
SDT decreases with an increase of electric field.
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APPENDIX A: EFFECT OF COULOMB SCATTERING ON
SPIN DEPHASING

It should be stressed that electron–electron Coulomb scat-
tering is of particular significance in this investigation. It is
not only because the Coulomb scattering is crucial in buildup
of the hot-electron temperature and the hot-electron distribu-
tion functions, but also because it strongly contributes to spin
dephasing with or without an electric field. With Coulomb
scattering, the electron distribution functions become
smoother in momentum space and electrons are distributed
more uniformly around the drift center as shown in Fig. 6.

We note that treatment of electron–electron scattering in
the present paper takes account of thefull effectof Coulomb
scattering which is different from in our previous work17

where Coulomb scattering was evaluated by replacing the
distribution functions and the spin coherence in scattering
with corresponding isotropic averages along the angle. In
this way we are able to compute the electron distribution
function more accurately under high electric field and to
have the hot-electron effect included in our calculation. In
the absence of an applied electric field, the approximation we
used before greatly reduces the CPU time and gives good
qualitative results. However, this approximation is not good
if one tries to get the results quantitatively.
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We further show the importance of Coulomb scattering in
spin dephasing by plotting the SDT as a function of the elec-
tric field applied with and without Coulomb scattering in Fig.
7. As shown in Fig. 7, for electrons with small spin polariza-
tion, Coulomb scattering tends to drive the electrons toward
the equilibrium state whenE=0 or the steady state when
applied with a finite electric field, and hence greatly reduces
the inhomogeneous broadening that originated from the DP
term. As a result Coulomb scattering increases the SDT with
/without application of an electric field. For the high spin

polarized system, as discussed earlier, the effective magnetic
field along thez axis from the HF term plays a crucial role in
spin dephasing and Coulomb scattering tends to reduce this
effective magnetic field. Therefore the SDT becomes smaller
when Coulomb scattering is included.

APPENDIX B: NUMERICAL SCHEME FOR KINETIC
BLOCH EQUATIONS

Here we describe the scheme for numerical solution of the
Bloch equations, Eq.(3). We first rewrite the Bloch equa-
tions as follows:

ḟk,s = eE ·¹k fk,s + ḟk,scoh+ ḟk,sscat, sB1d

ṙk = eE ·¹krk + uṙkucoh+ uṙkuscat. sB2d

The coherent terms are

U ] fk,s

] t
U

coh
= − 2shfgmBB + hxskdgImrk + hyskdRerkj

+ 4sImo
q

Vqrk+q
* rk , sB3d

U ] rk

] t
U

coh
=

1

2
figmBB + ihxskd + hyskdgsfk1/2 − fk−1/2d

+ io
q

Vqfsfk+q1/2 − fk+q−1/2drk

− rk+qsfk1/2 − fk−1/2dg. sB4d

In these equationsVq=oqz
h4pe2/k0fq2+qz

2+k2gjuIsiqzdu2

with k0 the static dielectric constant andk2=6pNee
2/ saEfd

the screening constant. The form factoruIsiqzdu2
=p4sin2y/ fy2sy2−p2d2g with y=qza/2. The scattering terms
are

U ]fk,]

]t U
scat

=H− 2p o
qqzl

gql
2 ds«k − «k−q − Vqqzl

dfNqqzl
sfks

− fk−qsd + fkss1 − fk−qsd − Resrkrk−q
* dg

− 2pNio
q

Uq
2ds«k − «k−qdffkss1 − fk−qsd

− Resrkrk−q
* dg− 2p o

qk8s8

Vq
2ds«k−q − «k + «k8

− «k8−qdFs1 − fk−qsdfkss1 − fk8s8dfk8−qs8

+
1

2
rkrk−q

* sfk8s8 − fk8−qs8d +
1

2
rk8rk8−q

*

3sfk−qs − fksdGJ − hk ↔ k − q,k8 ↔ k8 − qj,

sB5d

FIG. 7. Spin dephasing time in GaAs QWs with(closed circles)
and without(open circles) Coulomb scattering under different spin
polarizations:P= (a) 2.5% and(b) 97.5%.

FIG. 6. Typical distribution function of spin-up electrons in the
steady state with electric fieldE=−0.75 kV/cm andP=2.5%.
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U ]rk

]t
U

scat
= Hp o

qqzl

gqqzl
2 ds«k − «k−q − Vqqzl

dfrk−qsfk1/2 + fk−1/2d + sfk−q1/2 + fk−q−1/2 − 2drk − 2Nqqzl
srk − rk−qdg

+ pNio
q

Uq
2ds«k − «k−qdfsfk1/2 + fk−1/2drk−q − s2 − fk−q1/2 − fk−q−1/2drkg− o

qk8

pVq
2ds«k−q − «k + «k8 − «k8−qd

3ssfk−q1/2rk + rk−qfk−1/2dsfk81/2 − fk8−q1/2 + fk8−1/2 − fk8−q−1/2d + rkfs1 − fk81/2dfk8−q1/2 + s1 − fk8−1/2dfk8−q−1/2

− 2Resrk8
*

rk8−qdg − rk−qffk81/2s1 − fk8−q1/2d + fk8−1/2(1 − fk8−q−1/2d − 2Resrk8
*

rk8−qdgD − hk ↔ k − q,k8 ↔ k8 − qj,

sB6d

in which hk ↔k −q ,k8↔k8−qj stands for the same
terms previously inh j but interchangingk ↔k −q and
k8↔k8−q. In these equationsgq,qz,l

are the matrix
elements of electron–phonon coupling for model. For LO
phonons, gqqzLO

2 =h4paVLO
3/2/ fÎ2msq2+qz

2dgjuIsiqzdu2 with

a=e2Îm / s2VLOdsk`
−1−k0

−1d. k` is the optical dielectric
constant andVLO is the LO-phonon frequency.Nqqzl

=1/fexpsVqqzl
/kBTd−1g is the Bose distribution function of

the phonon with mode l at temperature T. Uq
2

=oqz
h4pZie

2/ fk0sq2+qz
2dgj2uIsiqzdu2 is the electron–impurity

interaction matrix element withZi the charge number of the
impurity. Zi is assumed to be 1 throughout our calculation.

For numerical calculation, one first turns the Bloch equa-
tions into discrete ones. To facilitate evaluation of the energy
conservation, i.e., thed function in the scattering terms, we
divide the truncated 2D momentum space intoN3M control
regions, each with equal energy and angle intervals as shown
in Fig. 8. Thek-grid points are chosen to be the center of
each control region and therefore are written as

kn,m = Î2m*Enscosum,sin umd, sB7d

with En=sn+1/2dDE and um=mDu. Here n=0,1, . . . ,N−1
andm=0,1, . . . ,M −1 with EN−1=Ecut, the truncation energy,
anduM−1=sM −1d2p /M.

In order to carry out integration of thed function in the
scattering term,DE has to be chosen to satisfyV0=nLODE
[or V0= snLO+ 1

2
dDE]. In this scheme, the coherent terms and

the scattering terms of electron–impurity and electron-
phonon scattering can be divided into discrete ones directly.
Neverthelessfks andrk in the Coulomb scattering terms are
not all on the grid points we choose. We approximate them to
be interpolation of the nearest grid points with the same en-
ergy.

The driving terms should be treated with caution because
the equations are stable only for some finite differential
schemes, such as forward differencing and center differenc-
ing schemes. In this study, we use the forward differencing
scheme. However, the usual expression for this scheme is
based on Taylor series expansion and is difficult to apply to
the polar coordinate system which we use in this work. This
difficult can be circumvented by the so-called discrete con-
servation principle:43

ueE ·¹k fk,suk=kn,m
.
E

Vn,m

d2keE ·¹k fk,s

m*DEDu

=
1

m*DEDu
E

]Vn,m

dseE · n̂fk,s

=
1

m*DEDu
o

n8m8
E

Vn,mùVn8,m8

dseE · n̂fk,s

.
1

m*DEDu
o

n8m8

eE · n̂n,m
n8m8sn,m

n8m8fknm8 ,s.

sB8d

HereVn,m and]Vn,m are control regions which contain grid
point kn,m and the corresponding boundary. In the last step of
the above equation, integration of the boundary is replacedFIG. 8. Discrete momentum space.
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by summation over the first-order quadrature on the four(or
three if the control region is a neighbor ofk =0) sides of the

boundary]Vn,m with sn,m
n8m8 andn̂n,m

n8m8, respectively, the length
and the outward normal to boundaryVnmùVn8m8. In order to
satisfy the need for numerical stability,kn,m8 is chosen

to bekn,m if −eE ·n̂nm
n8m8.0 andkn8,m8 otherwise.

We note that this choice ofk makes our approach identi-
cal to the forward differencing scheme. The time evolution is
computed by the fourth-order Runge–Kutta method.44 Com-
putation is carried out in a parallel manner in the “Beowulf”
cluster. For a typical calculation, it takes about 7.5 h to get
one SDT with 16-node AMD Athlon XP2800+CPUs when
both N andM are chosen to be 32.
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