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We propose a novel logic device using coupled quantum dots �CQDs� in which single-electron
tunneling is influenced by electron–electron interaction. If occupation/unoccupation by a single
electron in a quantum dot is viewed as a bit 1/0, we can say that the device can perform �N�AND
and �N�OR operations simultaneously. Data input/output is performed by irradiation/absorption of
photons. The �N�AND and �N�OR operations are performed by the relaxation of the electronic
system to the �Fock� ground state which depends on the number of electrons in CQDs. When the
device is constructed of semiconductor nanostructures, phonon emission from an electron is the
main contributor to the energy dissipation process. We also present results of a theoretical analysis
of the device performance. These results show that �i� the error probability at the final state depends
on only the dissipation energy and becomes smaller as the dissipation energy becomes larger, and
�ii� the speed of operation depends on the dissipation energy and dissipative interactions and
becomes slower as the dissipation energy becomes larger if LA-phonon emission is taken into
account. If the size of the dot is 10 nm, the speed of operation and the error probability are estimated
to be about 10 ps and about 0.2 at 77 K, respectively. The basic idea of the device is applicable to
two-dimensional �2D� pattern processing if the devices are arranged in a 2D array. © 1996
American Institute of Physics. �S0021-8979�96�00501-X�

I. INTRODUCTION

The down-scaling of conventional large integrated cir-
cuits �LSIs� has two major problem areas—device physics
problems and circuit architecture problems.1 The most fun-
damental device physics problem relates to devices which
operate under the condition in which many electrons can be
treated as a continuous fluid, yet cannot operate properly
when the down-scaling of the device causes a large statistical
fluctuation in the number of electrons contributing to the
operation. A possible method of overcoming this problem is
to use the Coulomb interaction between electrons. As we
observe in phenomena such as Coulomb blockade and the
charging effect, the Coulomb interaction makes the fluctua-
tion of the number of electron small and ultimately makes
single-electron manipulation possible.2 A single-electron
transistor �SET�,3 a single-electron memory,4 etc. have been
proposed as applications of this phenomena, and operation
has been experimentally confirmed at temperatures below 4
K. Such devices using Coulomb interaction have advantages
in that the devices have no down-scaling limit and the op-
eration remains robust as the device becomes smaller.

The problems in circuit architecture is that wiring
needed for the integration of devices produces too much heat
and causes a signal delay. It is, in principle, possible to con-
struct quite dense circuits by integrating SETs using the con-
ventional LSI architecture. However, as in the case of the
conventional LSI, the problems of heat production and signal
delay due to wiring remain. As an advance on conventional
LSI architecture, a locally interconnected architecture and a
cellular automata �CA�-like architecture have been proposed.

In 1987, Bate et al. first proposed such architectures.1
The concept is essentially a 2D array of devices that couple
with near neighbors. The coupling may be through short-
wired interconnects or preferably by utilizing device–device
interaction. Input/output �I/O� of data occurs at the periphery
of the array. They showed an example of a system where the
device �or cell� is a quantum dot �QD� and the coupling is
electron tunneling between discrete levels. As more concrete
examples of Bate’s proposed architecture, Randall presented
multi-gate-FET-type devices.5 In these devices, a series of
QDs is controlled by a third terminal added to each dot
�called a ‘‘quantum logic cell’’�. By switching the tunneling
current through the cell, various binary-multi-input/one-
binary-output logic functions become possible. Because cou-
pling using tunneling is short range from the fabrication
point of view, alternative coupling using long-range electro-
static interaction has been proposed. Bakshi et al. proposed a
system where elongated quantum dots �called ‘‘quantum
dashes’’� are arranged in a 1D/2D array.6 They showed that
the dipole moment in each dash is spontaneously polarized
and the antiferroelectric phase appears. If a flip of dipole
moments on individual dashes could be enforced, the result-
ing electrostatic perturbation would generate a ‘‘domino’’-
type of response, flipping the dipole in the remaining dash,
which is viewed as CA. Lent et al. elaborated on Bakshi’s
idea. Each cell consists of a central QD and four neighboring
QDs occupied by two electrons, instead of a dash.7,8 The cell
has strong bistability of polarization. The polarization is en-
coded to the binary data, and the data is transferred by the
intercell Coulomb interaction as in the quantum–dash array.
In the Lent et al. concept, the I/O is delivered at the edge of
the CA array �edge driven�, and the ground state under the
enforced input edge is regarded as the result of the compu-
tation �computing with the ground state�.9 They present thea�Electronic mail: knomoto@src.sony.co.jp
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arrays of AND gate, OR gate, NOT gate, etc., as concrete
examples. The opt-electronic version of the CA architecture
has been proposed by Teich et al.10 They present a CA sys-
tem which is an array of a subsystem �cell� consisting of a
pair of coupled QDs occupied by a single electron. The sub-
systems are coupled via the dipole–dipole interaction. The
temporal evolution of the system is optically controlled.
They show a pair of subsystems can perform all the elemen-
tary logical operations, and a 1D array of the subsystems can
perform some classes of 1D CA.

As another version of the device based on locally inter-
connected architecture, we will propose a novel AND/OR
logic device which consists of a asymmetric coupled QD
pair. We present only an early concept of the device in Ref.
11. In this article, we describe a general and essential con-
cept of the device and give a theoretical analysis of the de-
vice performance in detail. The QDs are coupled by both
tunneling and the Coulomb interaction. The device utilizes
the difference between the one-electron ground state and the
two-electron ground state for the operation. In other words,
the electron-number-dependent �Fock� ground state is
viewed as the result of operation. Although the way of pre-
paring the system and I/O was not clear in the previous pro-
posals, we propose a method of I/O using photon irradiation
and absorption. We also discuss the effect of temperature and
of the imperfection of the device quantitively.

This article is in the following order. We propose the
structure of the device, the principle of operation, and the
method of data I/O in Secs. II to IV. In Sec. V, we theoreti-
cally analyze the condition needed for the device operation,
energy dissipation process �particularly photon or LA pho-
non emission process� needed for the operation, and discuss
the relation among the dissipation energy, speed of operation,
and error probability at finite temperature. In Sec. VI, we
show that the device structure and the arrangement of the
device units in 2D array reduces the error probability. The
device also makes the high contrast read out. In Sec. VII, we
discuss the subject related to the realization of the device and
propose possible applications.

II. STRUCTURE

A cross section of the proposed device unit and its en-
ergy diagram are shown in Fig. 1. A type-II material system
such as a InAs/AlSb heterostructure makes it possible to re-
alize such a band structure. Other structural elements such as
molecules can be also used. Ev is the valence band edge of a
QD. Ei0 and Ei1 are respectively the lowest energy and the
first excited energy of an electron strongly confined in the
QD i . In order to selectively excite an electron in the QD i
by a photon, the structure must be asymmetric and the rela-
tion E10�E20 must hold. Ui is the Coulomb energy when
two electrons occupy the same QD i . A Schottky contact and
a p-type ohmic contact are attached to the back and top of
the device, respectively, to change the alignment of the en-
ergy levels by applying a bias between the QDs and to pull
out or to put in holes. �We explain this in detail in the fol-
lowing section.� The electrodes have windows so that pho-
tons reach the QDs for I/O.

III. PRINCIPLE OF OPERATION: COMPUTING WITH
FOCK GROUND STATE

We use a single electron within a QD as an information
carrier and assign a bit A in i(Aout i)�1/0 to occupation/
unoccupation of the QD i after input �at output�. Here for
simplicity, we restrict ourselves to zero temperature. The ef-
fect of finite temperature is discussed in the following sec-
tion. Under the condition �10��20��10�U1 �see Fig. 2�b�,
where � i0�Ei0�e� i , �i is a scalar potential in the QD i�,
we assume that a single electron is selectivity input in the
lowest energy level �i0 in the QD i . The concrete method of

FIG. 1. The cross section of the device structure and energy diagram of the
device when no bias is applied.

FIG. 2. The arrangement of the energy levels �a� when the first bit of
information is input and �b� when the second bit of information is input.

292 J. Appl. Phys., Vol. 79, No. 1, 1 January 1996 Nomoto et al.

Downloaded¬21¬Jul¬2010¬to¬128.210.105.119.¬Redistribution¬subject¬to¬AIP¬license¬or¬copyright;¬see¬http://jap.aip.org/jap/copyright.jsp



inputting an electron using light is discussed in the next sec-
tion. If no electron is input in the lowest level �10 in QD 1, an
electron occupying the level �20 in QD 2 decays to the level
�10 with dissipating energy due to spontaneous emission of a
phonon or photon and finally stays in the one-particle ground
state localized in QD 1. On the other hand, if an electron
occupies level �10 , an electron in level �20 cannot tunnel into
QD 1 due to Coulomb interaction and the electronic system
stays in the two-particle ground state where each QD is oc-
cupied by an electron. We regard the final distribution of
electrons as the result of operation Aout i . The A in/out i truth
table is shown in Table I. From Table I, we know that the
operations Aout1�A in1 OR A in2 and, Aout2�A in1 AND A in2 are
realized simultaneously. If we exchange 0 for 1 in A in/out i ,
the above operations of course become NOR and NAND.

Even at a finite temperature, if the difference between
the first excited energy and the ground energy is much larger
than the thermal energy, the principle of operation applies.
�Detail will be discussed in Sec. V B.� We would like to
emphasis that the dissipation of energy to an external reser-
voir is requisite for operation at a finite temperature, because
the final output state must be stable under thermal fluctua-
tion.

The essence of the operation of this device is to make
use of the relaxation of the electron system to the ground
state. In this sense, the operation is computing with the
ground state, proposed by Lent et al.9 However, there is an
important difference between our idea and the idea of Lent
et al. In the device proposed by Lent et al., operation is the
relaxation to the ground states which depend on the bound-
ary conditions of the edge in a fixed-number electron system.
On the other hand, the ground states in our device which
depend on the number of electrons with a fixed boundary
condition is viewed as the result of the operation. Therefore,
this is computing with the Fock ground state. From the ar-
chitecture point of view, the computation is done by a two-
cell CA in which a cell is a QD, the cell state is assigned by
the occupation/unoccupation of an electron, and cell–cell
coupling is Coulomb interaction and single-electron tunnel-
ing.

IV. INPUT, OUTPUT, AND RESET

Light �photon� irradiation is considered suitable for I/O,
since it is difficult to make contact to each small QD by
wiring. Furthermore, there is an advantage that light I/O
makes parallel I/O possible. Here, we present an example of
I/O by photon irradiation.

Input:We first input an electron into QD 1, then into QD
2. The first input of an electron into QD 1 is performed by
exciting a valence-band electron in QD 2, then transferring
the electron into QD 1. This can be done as follows. Initially,
photons that have energy �E in�E20�Ev are irradiated under
the condition ��10��20� shown in Fig. 2�a�. When the photon
is irradiated, the electron is excited to the level of �20 , and
the hole is absorbed by the top electrode. This prevents
electron–hole recombination; the type-II material system en-
ables this process. Next, bias between QDs is applied so that
the condition �10��20��10�U1 is satisfied, and the electron
in QD 2 is transferred into QD 1. �The reason we use such a
complicated procedure to input an electron into QD 1 is that
if we use photons whose energy is E10�Ev to excite an
electron into QD 1, another electron is also excited into QD
2 because the band gap energy of QD 2 is smaller than that
of QD 1.� The second electron is then input into QD 2 by
irradiating the photons having energy �E in . Note that when
one electron has been already excited to the level �20 , an
additional electron at the level �20 must have the energy of
�20�U2 . Therefore, only one electron can be excited in each
QD.

Output: During reading out output of the device, the
condition �10��20��10�U1 must be kept. The bit Aout i may
selectively be read out by irradiating photons that have en-
ergy Ei1�Ei0 and observing whether or not the photons are
absorbed by the excitation of the electron in the QD i . Even
if there are two electrons in the device, each electron absorbs
photons independently at the high correlated limit t�Ui .12

Reset: To erase the electrons from the QDs, the bias has
only to be set to zero. Then the holes come from the top
electrode to the QDs and electron–hole recombination erase
the electrons. Note that one can regard the emission/
nonemission of the photons as the result of the logic opera-
tion. In fact, if the detection/nondetection of the photons is
assigned Aout�1/0, the operation Aout�A in1 OR A in2 is real-
ized.

V. THEORETICAL ANALYSIS
A. Definition of ‘‘an electron in the QD’’—The
condition that an electron is localized in a QD

In this section, we define ‘‘an electron in the QD i’’ and
show the condition in which the definition is valid. First, we
consider the case in which there is one electron in the device,
or CQD. We express the device by the following one-body
model Hamiltonian Hc:

Hc��
�2

2 �� 1
m*�r� � ��V1�r��V2�r��e��r�. �1�

Here m*�r� is the effective mass at the position r. Vi�r� is
the potential energy when only the QD i exists. ��r� is
the scalar potential �bias voltage� at the position r. We ex-
pand the ground state �0 �eigenenergy E0c� and the first ex-
cited state �1 �eigenenergy E1c� of Hc by the bonding
state (�1���2�)/�2(1��1�2�) and the antibonding state
(�1���2�)/�2(1��1�2�), where the state �i��� i0 is the
ground state of each QD, satisfying the Schrödinger equa-
tion:

TABLE I. The truth table of input and output.

Input Output

A in1 A in2 Aout1 Aout2

0 0 0 0
0 1 1 0
1 0 1 0
1 1 1 1

293J. Appl. Phys., Vol. 79, No. 1, 1 January 1996 Nomoto et al.

Downloaded¬21¬Jul¬2010¬to¬128.210.105.119.¬Redistribution¬subject¬to¬AIP¬license¬or¬copyright;¬see¬http://jap.aip.org/jap/copyright.jsp



��
�2

2 �� 1
m*�r� � ��Vi�r��� in�r��E in� in�r�. �2�

The result is given by

E1/0
c ��c�

�E
2 , �3�

�1/0�
1
2 � 1

�E � � ����E�t0�
�1�S �

���0���E�t0��1

�1�S � � �1� �4�

�����E�t0�
�1�S �

���0���E�t0��1

�1�S � � � �2�, �5�

where

�c�
1
2 �

i� j
� Ei0�

�i�Ṽ j�i��S� j �Ṽ j�i�
1�S2 � ,

�E����0
2�t0

2, �6�

��0�
�20��10
�1�S2

, t0��
i� j

� j �Ṽ j�i��S�i�Ṽ j�i�
1�S2 , �7�

S��1�2� , � i0�Ei0��i�Ṽ j�i�,

Ṽ i�r��Vi�r��e��r�. �8�

When �a� the overlapping between the wave function �1�
and �2� is small �S�1� and �b� energy difference ��0 between
the one-body energy in each QD is much larger than the
transfer energy t(t���0), the eigenenergy and the eigen-
state of the CQD becomes

E0
c��10 , �0��1�, E1

c��20 , �1��2�

for ��0�0, �9�

E0
c��20 , �0��2�, E1

c��10 , �1���1�

for ��0�0. �10�

Thus, an electron is localized in each QD. Therefore, when
conditions �a� and �b� are satisfied, we call the electron
whose state �i has large probability amplitude in the QD i
‘‘the electron in the QD i’’.

In order to deal with a one-electron channel and a two-
electron channel in a unified way, we describe the device by
the extended Hubbard-type Hamiltonian,7,13

H��
i�

Ei
cai�
† ai���

i
Uini↑ni↓�

V
2 �

i , j
� ,��

ni�n j�� , �11�

where

ni��ci�
† ci� . �12�

Here, Ei
c, Ui , and V are the one-body energy of the device,

intradot Coulomb interaction and interdot Coulomb interac-
tion, respectively. The operators ai�

(†) and ci�
(†) are, respec-

tively, the annihilation �creation� operator of the spin-� elec-

tron in the state �i and �i0. We ignore the exchange Coulomb
interaction because it is much smaller than Ui and V when
S�1. By making use of the identity:

�
i� j
� ,��

ni�n j���2�i ni↑ni↓�N�N�1 �, �13�

where

N��
i�

ni� , �14�

we obtain

H��
i�

Ei�
c ai�

† ai���
i

�Ui�V �ni↑ni↓�
V
2 N�N�1 �.

�15�
Once the system relaxes to a ground state, the total number
of electrons N in the device does not change until reset is
performed. So N can be treated as a constant after input and
until output, and the last term is ignored for simplicity. By
rewriting the operator ai� in terms of the operator ci� , the
above Hamiltonian can be reduced to the Hubbard-type
Hamiltonian:

H��
i�

� ini�� �
i� j ,�

tci�
† c j���

i
Ũ ini↑ni↓ , �16�

where

� i�
� i0
1�S2 , �17�

t�
1

2�1�S2� �
i� j

�SEi�� j �Ṽ j�i��, �18�

Ũi�Ui�V . �19�

By approximating the parameters up to the first order of S ,
the energy �i is equal to the one-body energy of an electron
which is in the state �i�, �i0��i�Hc�i�, and the transfer en-
ergy t is equal to the off-diagonal matrix element
�i�Hc� j�(i� j). Without calculating the exact form of eigen-
function, we easily know from the perturbation theory that
the ground state of the electronic system of the device has a
characteristic electron distribution depending on the param-
eters such as the separation between the energy levels in
different QDs, ����2��1 , t , and Ũ , as shown in Fig. 3.
There is no definite boundary between the regions. In region
I, if the inequality t������Ũi is satisfied, one electron is
localized in the lower potential QD in the one-electron chan-
nel and two electrons are localized in each QD due to Cou-
lomb interaction in the two-electron channel. Therefore the
operation of the device is possible. On the other hand, in
region II, if one electron occupies the device, its wave func-
tion extends in the whole device. Two electrons, however,
are localized in each QD. In region III, the transfer energy is
larger than both ���� and Ũi . So there is little correlation
between electrons, and the electron wave function extends in
the device. In region IV, electrons are localized in the lower
potential QD in both the one-electron and two-electron chan-
nels. In this case, two electrons do not localize in each dot as
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the result of two electrons being input. Therefore the device
does not work. From the above discussion, we know that the
condition for device operation is t������Ũi . Because the
energy difference �� can be controlled by applying bias be-
tween QDs, �� is not directly related to the structure of the
device. The important condition that the device structure
must satisfy is the condition t�Ũi .

In the following discussion, to quantitatively estimate
the conditions required for operation, the speed of the opera-
tion, error probability, etc., we assume that the shape of a
single QD is a cube whose side length is 2a . The QD is
surrounded by a barrier whose height is V0 in the z direction
and infinity in the x ,y direction. The QDs are arranged in the
z direction at the spacing of 2d . In other words, the potential
Vi�r� is given by V1�r��V((x ,y ,z�a�d) and V2�r�
�V(x ,y ,z�a�d), where V�r���� for �x�,�y ��a ,
V�r���V0 for �x�,�y �,�z��a and V�r��0 for �x�,�y ��a��z�
�a . The scalar potential is given by ��r��Ez with the elec-
tric field E . The electron wave function �i0�r� is assumed to
be cos(�x/2a)cos(�y /2a)cos�(kw[z�(a�d)]� in the QD
and cos(�x/2a)cos(�y /2a)exp��kb[z�(a�d)]� in the
barrier. The Coulomb energy Ui and V are respectively given
by

Ui�
e2

4�� � � �� i0�r1��2�� i0�r2��2

�r1�r2�
dr1 dr2 �20�

and

V�
e2

4�� � � ��10�r1��2��20�r2��2

�r1�r2�
dr1 dr2 . �21�

We use the material parameters of InAs/AlSb �m InAs*
�0.023m0, mAlSb* �0.12m0, V0�1 eV, ��14.6�0 , where m0
and �0 are the free electron mass and the dielectric constant
of vacuum� for quantitative estimations.

The structure dependence of S and t/Ũi are shown in
Figs. 4 and 5. Thus, if both the QD size and QD length are
several 10 nm, the conditions �a� and �b� hold. A lithographic
technique which can be used for such dimensions will be
realized in the near future.

B. Energy dissipation, speed of operation, and error
probability—LA phonon, photon scattering in
CQD

In this section, we estimate the operating speed and the
error probability by taking the phonon and photon emission
process into account, and we also discuss the relation among
dissipation energy, speed of operation, and error probability.

Since the ground state is viewed as the result of opera-
tion in the present device, the transition from the excited
state to the ground state with dissipating energy corresponds
to the operation. Here, the excited energy is the state in
which an electron is input in QD 2 ��1� and the ground state
is the state in which an electron occupies QD 1 ��0�. If the
device consists of semiconductors, energy dissipation occurs
when phonons or photons are emitted from electrons. The
rate at which this process occurs determines the speed of
operation. �Of course, it takes time to perform I/O. The time,
however, depends on the I/O method. Here for simplicity, we
will focus on only the time required for an electron to relax.�

FIG. 3. Classification of the electron distribution of the ground state in the
value of the parameters, the difference between the ground state energy
levels in different QDs ��, the transfer energy t and the Coulomb energy
Ũi . The device works in region I.

FIG. 4. Structure dependence of the overlapping integral S for the InAs/
AlSb system. 2a and 2d denote the side of a QD and the distance between
the different QDs, respectively.

FIG. 5. Structure dependence of the ratio of the transfer energy t to Cou-
lomb energy Ũi for the InAs/AlSb system. 2a and 2d denote the side of a
QD and the distance between the different QDs, respectively.
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The speed of operation ��1(�E) where �E is the dissi-
pation energy of an electron can be estimated with the first-
order perturbation formula using Fermi’s golden rule,

�em./abs.
�1 ��E ��

2�

� �
q

�Mq
10�2���E���q��nq�T ��

1
2�

1
2� .

�22�
Here the upper �lower� sign denotes the emission �absorp-
tion� of a phonon or photon. nq(T) is the Bose–Einstein
distribution function, nq(T)��exp(��q/kBT)�1��1, where T
is the phonon or photon temperature and ��q is the energy of
the phonon or photon with wave vector q.

In a high-dimensional system, e.g., quantum wells, the
dominant relaxation process is longitudinal-optical �LO�
phonon emission via Fröhlich interaction, with a subpicosec-
ond relaxation time. In the QD system, however, this process
is forbidden due to the discrete nature of the levels, unless
the level separation equals the LO phonon energy ��LO . �We
define ��LO as energy of the zero-frequency LO phonon.�
So, in a system, longitudinal-acoustic �LA� phonon emission
process via deformation potential interaction—which is
weak in the bulk compared to Fröhlich interaction—is the
main contributor to the relaxation process, since the LA pho-
non has continuous spectra from zero to several 10 meV.

When considering the LA phonon, we cannot use the
dipole approximation eiq–r � 1, because in a QD with the size
of about 10 nm, the wavelength of an LA phonon interacting
with an electron becomes about 10 nm, which is comparable

to the extent of the electron wave function. On other hand,
for the electron–photon interaction the dipole approximation
is valid, because the wavelength of the photon interacting
with the electron in a QD is several 100 �m.

Based on the above discussion, we calculate the matrix
element Mq

10 given by

Mq
10�� D�

�q
2�vsV

��0�e�iq–r��1� for LA-phonon
scattering

ie��cq
2�V ��0�z��1� for photon scattering,

�23�

�24�

where V is the system volume, each parameter for InAs is
the deformation potential D��6 eV, the density ��5.7�103
kg/m3, and the sound velocity vs�2.7�103 m/s. For the LA
phonon, we assume a linear dispersion relation ��q��vsq .
Ignoring the confinement effect of the phonon modes is
known to be legitimate for the LA phonon.14 Using these
parameters, �em.

�1 is numerically calculated as shown in Fig. 6
at T�0 K. The main contributor to the decay of an electron
is LA-phonon emission. The decay time becomes 10�9 to
10�6 s. The rate of LA-phonon emission decreases with re-
spect to the dissipation energy in a series of oscillations of
decreasing amplitude. At finite temperatures, though the rate
increases in the overall range of energy due to the stimulated
emission, the pattern of oscillation does not change. These
results are similar to the rate of emitting an LA phonon from

FIG. 6. The electron scattering rate at T�0 K due to emission of LA phonons or photons in CQDs where the distance between QDs is 2d�10 nm and �a�
the side of a QD is 2a�10 nm, �b� 2a�20 nm, �c� 2a�40 nm and �d� 2a�80 nm. � denotes the bias voltage applied between QDs.
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an electron in a single QD, which was calculated by Bock-
elmann and Bastard.15 Such behavior arises from the fact that
as the dissipation energy increases, the wavelength of the
phonon decreases and the matrix element Mq

10 decreases with
the oscillations due to the rapid oscillation of the factor
e�iq–r. Rapid oscillation occurs only when the size of the
electron wave function is comparable to the wavelength of
the interacting system such as the LA-phonon system. On the
other hand, the factor e�iq–r is �1 for electron–photon in-
teraction and such oscillation does not occur. The reason the
relaxation time is longer for a larger QD is that the electron
wave function is strongly localized in a larger QD, so the
overlap between the wave function �0 and �1 becomes
smaller.

In this calculation, we take only LA phonon and photon
scattering into account for the relaxation process. In a real
material system, however, there are many other scattering
processes, such as interface–phonon scattering and
folded-LO phonon scattering. We believe, therefore, that the
relaxation time of 1 ns–1 �s is the maximum time and that
relaxation in a real device occurs faster than our estimated
time.

As mentioned above, the operating speed of the device
strongly depends on the dissipation energy. In order to real-
ize faster operations, the dissipation energy must be reduced
by lowering the applied bias voltage between dots. If the
dissipation energy is reduced to speed up the operation, the
error probability of the operation increases. This is because
an electron in the ground state is easily excited by a heat bath
to the first or higher excited state at a finite temperature. The
error probability is equal to the probability that the electron
system takes an excited state. The probability is estimated by
calculating the temporal evolution of the electron system in-
cluding dissipation processes. However, the quantum me-
chanical evolution of the whole system including phonons
and photons is extraordinarily complicated. So we ignore the
quantum interference effect and use the following two-level
rate equation. �Here we use an approximation in which the
difference between the first excited energy and the second
excited energy is much more than the thermal energy kBT .
This condition can be realized by optimizing the device
structure.�

dn2
dt ��

n2
�em.

�
n1

�abs.
, n1� t ��n2� t ��1, �25�

where ni is the expected value of the number of electron
occupying the QD i . If we assume that an electron is input
into QD 2 at the time t�0, the error probability perror(t) at
the time t is given by n2(t) and becomes

perror� t ��n2� t ��
1

1�exp���E �

�exp��t/��
1

1�exp����E �
, �26�

where

1
�

�
1

�em.
�

1
�abs.

, ��
1
kBT

. �27�

We show the dimensionless time t/� dependence and the di-
mensionless dissipation energy dependence ��E of the error
probability perror in Fig. 7. From Eq. �26�, we know that perror
decreases exponentially with the time constant � and eventu-
ally becomes constant. At t��, the error probability perror
coincides with the probability that the system is in a excited
state in a thermal equilibrium state which has the same tem-
perature as the heat bath. If all the excited states are taken
into account, the error probability becomes perror
�1�e��E0�Tr(e��H)��1, where H is the electronic Hamil-
tonian and E0 is the ground-state energy of the electron sys-
tem. These statements are restricted to not only our device
but also to all devices based on ‘‘computing with the ground
state’’.9 Since it is useless if the output is obtained in a finite
time, the output must be done before the system reaches
thermal equilibrium. For example, if the conditions ��E
�10 and t/��10 are satisfied, the error probability is less
than 10�4.

The present device, the maximum dissipation energy is
�E�Ũ/2. From this value, the relation between the device
size and the error probability can be estimated. We show the
error probability in the thermal equilibrium state in Fig. 8.
When the size of the dot is 10 nm, the maximum dissipation
energy becomes about 10 meV and the error probability turns
out to be less than O�10�3� �O�10�1�� at a temperature of

FIG. 7. Error probability perror as a function of the dissipation energy E
normalized by the thermal energy kBT and the time t normalized by the
relaxation time �.

FIG. 8. Error probability perror at the operation time t�� as a function of the
side of a QD 2a and the operation temperature for the InAs/AlSb system.
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lower than 20 K �77 K�. Thus operation at higher tempera-
tures is difficult. This is because it is difficult to make Ũ
large by down-sizing a QD. One possible method of raising
the operation temperature is to employ material having a
lower dielectronic constant. Another method is to use mul-
tiple devices to represent one bit of information. As dis-
cussed in the following section, the latter method can be
introduced quite naturally by performing I/O using light.

VI. REDUCTION OF ERROR PROBABILITY AND
HIGH-CONTRAST READOUT USING AN ARRAY OF
DEVICE UNITS

As discussed in Sec. IV, we consider that the method
using light is suitable for I/O. In this case, the size of an
information unit is restricted by the wavelength of light. For
instance, if a cubic InAs QD whose side of several 10 nm is
used, the energy of the photon used for I/O becomes several
100 meV �which is nearly equal to the value Eg

InAs

�3�2�2/�2m InAs* (2a)2� , where Eg
InAs is the band gap energy

of InAs �0.36 eV� for inputting and nearly equal to the value
3�2�2/�4m InAs* (2a)2� for outputting�. The corresponding
wavelength of the energy is several �m. Therefore the area
of an information unit becomes about 1 �m2. In this case, the
whole device structure in which multiple device units carry
an information unit is realized. For example, if device units
with a size of 10 nm are arranged in a 2D square lattice with
spacing of 0.1 �m, and if 100 such layers are stacked by
shifting by one device unit, the face perpendicular to the
stacking direction seems to be filled by device units with a
density of 104 units/�m2. This structure has the following
advantages: �i� The error probability of an information unit is
reduced considerably compared to that of a device unit, �ii�
by arranging the device units densely, which is equivalent to
enlarging the absorption cross section of photons, we can
read out output in high contrast.

(i) Reduction of the error probability. Here the error is
defined as being caused when more than n device units of N
device units work incorrectly. If we write the error probabil-
ity of an device unit as perror , the error probability of an
information Perror is given by

Perror� �
k�n

N

NCkperror
k �1�perror�N�k. �28�

As shown in Fig. 8, perror�0.2 for InAs QD with a size of 10
nm at 80 K. In this case, if N�1000 and n�250 �500�, the
error probability of Perror�7�10�5 �4�10�99� is realized.
Thus representing an information unit by many device units
makes it possible to reduce the error probability of an infor-
mation unit.

(ii) High-contrast read out. In order to read out an elec-
tron in a QD by the absorption of photons, the electron is
excited by the absorption of a photon and the electron must
decay through a nonradiative process such as emission of
phonons. Because overlapping between electron wave func-
tions localized in the same QD is larger than that in different
QDs, the nonradiative process mainly occurs within a single
QD. So its dissipation energy of several 100 meV due to the
nonradiative process can be larger than the energy ��LO . If

the dissipation energy is around ��LO , multiphonon emis-
sion process �particularly an LO�LA process� becomes im-
portant, as was discussed by Inoshita and Sakaki.16 The rate
of phonon emission is estimated to be about 1010/s. On the
other hand, the rate of photon emission is estimated to be
about 106/s. This means that most of the photons irradiated to
the device unit will be absorbed. Of course, photons irradi-
ated to the open space between device units are not absorbed.
Therefore, the ratio of the device-unit area to the total area
determines the absorption rate. If we fill the face which is
normal to the direction of irradiation with device units, most
of the photons will be absorbed and high-contrast readout
becomes possible.

VII. DISCUSSION

We discuss several subjects related to the realization of
the device.

A. Size fluctuation

Using only current structuring techniques �e.g., electron-
beam lithography�, it may be impossible to fabricate thou-
sands of device units without size fluctuation. It is necessary,
therefore, to determine the tolerance of the size fluctuation.
The size fluctuation causes two kinds of errors—the opera-
tion error and I/O error.

First, we discuss the operation error caused by size fluc-
tuation. Size fluctuation �L causes one-body energy fluctua-
tion �E which is approximately given by �E��2�2/
(2m*L2)(�L/L), where L is the side of a QD. The energy
fluctuation �E changes the difference �� between the
ground state and the first excited energy in each device. To
obtain the desired electron distribution of the ground state,
�E must be smaller than ����. As shown in Sec. V A, the
inequality �����Ũ must be satisfied. So �E must also be
much smaller than the Coulomb energy Ũ . Therefore, the
tolerance of size fluctuation is given by

�2

2m* � �

L � 2 �L
L �Ũ . �29�

Using the approximation Ũ�e2/(4��L), the inequality is
rewritten by

�L�
e2

4��

2m*
�2�2 L2. �30�

Thus the size tolerance �L for a larger QD becomes larger.
When a QD is constructed of InAs with, for example, L�10
�100� nm, the size tolerance becomes �L�0.6 �60� nm.
However, when a larger QD is used, the error probability
becomes larger due to thermal fluctuation, even if the size of
the device does not fluctuate. Thus, it turns out that the one-
monolayer control in the fabrication process is required for
devices which work at several 10 K. On the other hand, if the
device is used at a temperature below several Kelvin, size
fluctuation can be limited to about 10 nm, which can be
achieved by today’s advanced fabrication technology.

Next we discuss the I/O error due to size fluctuation. In
order to selectively read out the existence of an electron in
different QDs, the energy difference between E11�E10 and
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E21�E20 must be larger than the one-body energy fluctuation
�E . The tolerance of the size fluctuation �L is given by

�Li��� LiL1�
2

�� LiL2�
2�Li , �31�

where Li is the side of the QD i . Thus, when the difference
between L1 and L2 is increased, the tolerance increases. Be-
cause we can determine L1 and L2 independently, we cannot
give a definite value for �Li . For example, if L1/L2�0.9
and L1�10 �100� nm, the condition �L1�1.9 �19� nm,
�L2�2.6 �26� nm must hold for I/O.

If we use a monochromatic light for I/O, we can access
only the device units which resonate with only one frequency
of the light. If such accessible devices are few, we cannot a
obtain detectable signal from the device units. However, if
we use light which has finite bandwidth ��, satisfying the
condition �E������(E11�E10)�(E21�E20)�, such I/O
errors do not occur.

B. Impurities and defects

The present device utilizes a single electron as a bit of
information and utilizes single-electron tunneling between
0D-quantized levels. If an impurity or an defect exist in the
device unit, an electron is unintentionally input into a QD
and/or the way of alignment of the discrete energy levels
changes. In such a case, the device no longer operates. In
particular, conventical lithography using electron-beam li-
thography and etching causes many defects at the etched
surface due to damage during etching or due to some con-
tamination in the environment. Therefore in situ nondamage
fabrication technique must be improved to realize this de-
vice.

C. Thermal excitation of electrons form a valence
band level

At a finite temperature, photons or phonons in reservoirs
excite electrons from a valence band level into an unoccu-
pied conduction band level, which is ignored in the above
discussion. This unintentional input of electron into a QD
also causes errors in operation. When no bias is applied to
the device, this thermally excited electron immediately re-
combines with a hole and thermal equilibrium is realized. In
bulk InAs, the intrinsic carrier density at 300 �77� K is about
8�1014 �5�105�/cm3. This corresponds to only 8�10�4

�5�10�13� electrons in a cube with a side of 10 nm. If the
QD structure is fabricated, the effective band gap becomes
large compared to that in the bulk, so carrier density de-
creases. �Here we assume that the Fermi energy changes
little with the QD structure.� Therefore, the assumption that
no electron is in a QD is legitimate. However, when bias is
applied, the thermally excited electron and hole separate spa-
tially. In this case, the electron cannot disappear from the
conduction band level, since electron–hole recombination
cannot occur. Therefore the problem is whether or not an
electron is thermally excited through the operation process:
input–electron relaxation–output �readout�.

In the following, we compare thermal excitation time
and operation time. For direct semiconductors with a large

band gap, the time scale of excitation is determined by opti-
cal excitation. The time scale �c ,v

opt. is estimated by the first-
order perturbation formula:

�c ,v
opt.�1�

�qe2

8�2�0�m0
2c3

nq�T �� �Mc ,v ,q
opt. �2d� ,

�32�
Mc ,v ,q
opt. ��c�eiq–req–p�v�, nq�T ��

1
e��q /kBT�1 ,

where �q denotes the resonant transition frequency between
the initial and final state and eq denotes the polarization vec-
tor of the light mode with momentum q. The one-particle
wave function �c(v)� of an electron at the conduction �va-
lence� band edge is approximately given by the product of a
envelope function ��c(v)� and the Bloch function at the con-
duction �valence� band edge �uc(v)�:�c(v)����c(v)��uc(v)�.
Using the inequality ���c��v���1 and the dipole approxima-
tion eiq–r � 1, the matrix element Mc ,v ,q

opt. is calculated as

�Mc ,v ,q
opt. �2���uc�eq–p�uv��2. �33�

For III–V semiconductors,17

��uc�eq–p�uv��2�
m0
2Eg�Eg���

12m*�Eg�2�/3�
, �34�

where � is the spin orbit splitting. As a result, the maximum
excitation rate becomes

�c ,v
opt.�1�

�qe2

24��0�m*c3
Eg�Eg���

Eg�2�/3 nq�T �. �35�

When ��q�Eg and using material parameters for InAs �e.g.,
Eg�0.36 eV, ��0.38 eV�, we get

�c ,v
opt.�1�2�107�s�1�nq�T �,

nq�T ��
1

exp�0.36�eV�/kBT ��1 . �36�

When the temperature is 300 �77� K, the time �c ,v
opt. be-

comes 5�10�2 �1�1016� s. On the other hand, the operation
time is the sum of the time for I/O and electron relaxation.
Since the time for the I/O using light is shorter than picosec-
onds, the operation time is dominated by the time for elec-
tron relaxation of 10�9–10�6 s. So the thermal excitation
time is significantly longer than the operating time. There-
fore, we obtain results before excitation occurs. The thermal
excitation of an electron in the valence band level does not
degrade the device performance.

D. 2D pattern processing

If we irradiate the 2D patterns to the 2D array of the
present device units, each device unit performs the AND/OR
operation in parallel, which makes the high-speed 2D pattern
AND/OR operation possible. However, to achieve the uni-
versal computation the operation NOT and the propagation
of the data to the following device must be realized. These
are subjects for future investigation.
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E. Frequency-domain processing

It is extremely difficult to make thousands of QDs ho-
mogeneous. The fact that there is inhomogeneity in the size
of QDs means that we can use various frequencies of light
for I/O. If we assign the address of binary data of one-
dimensional information to the frequency of I/O, the
AND/OR operation is done in each unit of information ad-
dressed by the frequency. This method is analogous to the
operation of optical memories based on persistent spectral-
hole burning �PHB�.18 The present device is not mere
memory, but functional memory.

Since this method makes use of inhomogeneity in the
size of QDs, we apply quantum size �self-assembled� dots
grown by Stranski–Krastanow growth mode using molecular
beam epitaxy �MBE�19 to the fabrication process.

VIII. SUMMARY

We have proposed a novel logic �AND/OR� device using
a pair of CQD. In this device, occupation/unoccupation by a
single electron in a QD is viewed as a bit 1/0. The essence of
the operation of this device is that electron�s� input in the
CQD spontaneously relax to the ground state depending on
the number of electrons in the CQD—computing with the
Fock ground state. The energy of an electron is dissipated
mainly by LA-phonon emission. The emission rate deter-
mines the speed of operation. The rate decreases in a series
of oscillations with respect to the dissipation energy and the
value estimated to be 109 to 106 s�1. The error rate perror of
the device unit decreases with respect to the dissipation en-
ergy, which is independent of the dissipation process. When
the energy of dissipation becomes 10 meV, which is a typical
dissipation energy when a cubic InAs QD with a size of 10
nm is used, the error rate perror becomes 0.2 �10�3� at 80 �20�
K.

We have also shown that constructing an information
unit by a 2D device unit array makes it possible to reduce the
error probability of an information unit and to read out the

output in high contrast. The I/O of the 2D pattern to/from the
2D device unit array makes parallel and therefore high-speed
pattern processing possible.

As the principle of the present device, the idea that data
processing is performed by electrons �Fermions�—whose
Coulomb interaction coupled with the Pauli exclusion prin-
ciple give rise to nontrivial functions—and that the data I/O
are performed by photons �Bosons�—which eliminate wiring
to each device unit for I/O—could lead to a new device
architecture.
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