
In addition, there is a very bright, physically disconnected, feature
inside the dawnside oval, at the footprint of polar-cap field lines. It
extends polewards up to ,788 S (,68 poleward of the oval), and is
confined to the 5:30–11:00 local time sector. Its peak brightness
(95 kR) largely exceeds that of the oval and its total auroral output,
2.4 £ 1010 watts, is comparable to the oval output despite its very
limited spatial extent.

This suggests that, in response to the passage of the shock, the
auroral oval mainly brightens at both planets on the night side, at
the footprint of magnetotail magnetic field lines. However, Saturn
does not exhibit the expansion towards lower latitudes that is typical
of the geomagnetic storm oval. As for the bright polar-cap feature, it
does not seem to have any terrestrial counterpart. It is reminiscent
of the terrestrial polar cusp, frequently observed during dayside
reconnection of closed field lines with the IMF, on or slightly
poleward of the oval, and which is detected as a variable feature
on Jupiter as well26. But, in contrast to the saturnian feature, the
terrestrial polar cusp is close to noon27.

Recent studies, however, indicate that the IMF By east–west
component (that is, dawn–dusk on Saturn) has a strong influence
on the local-time position of the cusp and may shift it towards
morning or afternoon by as much as several hours28,29. Even though
polar cusps on Earth have not been observed as far as 6:00 local time,
this is an issue that should be investigated. Unfortunately, the
direction of the IMF cannot be extrapolated as the other solar-
wind properties can be. Another interpretation could be that strong
reconnection at Saturn does not occur on the day side, but rather on
the morning flank of the magnetopause, where it has been suggested
that a Kelvin–Helmholtz instability triggers the saturnian auroral
radio emissions30. It will be possible to check these hypotheses with
local plasma measurements taken at Saturn by the Cassini
mission. A
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The spin of a single electron subject to a static magnetic field
provides a natural two-level system that is suitable for use as a
quantum bit, the fundamental logical unit in a quantum com-
puter1–3. Semiconductor quantum dots fabricated by strain
driven self-assembly4 are particularly attractive for the realization
of spin quantum bits, as they can be controllably positioned5,
electronically coupled6 and embedded into active devices7–10. It
has been predicted that the atomic-like electronic structure4 of
such quantum dots suppresses coupling of the spin to the solid-
state quantum dot environment11–14, thus protecting the ‘spin’
quantum information against decoherence15,16. Here we demon-
strate a single electron spin memory device in which the electron
spin can be programmed by frequency selective optical exci-
tation. We use the device to prepare single electron spins in
semiconductor quantum dots with a well defined orientation,
and directly measure the intrinsic spin flip time and its depen-
dence on magnetic field. A very long spin lifetime is obtained,
with a lower limit of about 20 milliseconds at a magnetic field of
4 tesla and at 1 kelvin.

We begin by summarizing the operating principles of our optical
spin storage device before presenting the measurements of the spin
flip time, its dependence on magnetic field and the determination of
the underlying mechanism. The structure of the devices investigated
and the measurement techniques are summarized in Fig. 1. The
samples consist of a single layer of self-assembled Ga(In)As quan-
tum dots (QDs) embedded within the intrinsic region of a p-type
GaAs Schottky photodiode17. Single electron–hole pair excitations
(excitons) are generated directly in QD ground states by frequency-
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selective optical excitation on the low-energy side of the QD
ensemble. Photon-to-charge conversion is ensured by the electric
field in the intrinsic region of the device (,160 kV cm21) orientated
parallel to the QD growth axis. This results in holes tunnelling out of
the QDs over timescales much faster than the exciton radiative
lifetime8, while electrons remain stored owing to the presence of an
asymmetric Ga0.6Al0.4As barrier grown immediately above the QDs
(Fig. 1a). Our previous measurements17 have confirmed that this
technique enables selective generation of single electrons directly in
the QD ground state where they remain over timescales of up
to hours at low temperature (Fig. 1b)18. Generation of only
one electron per dot is ensured by the few milli-electronvolt
renormalization of the inter-band absorption energy following
charging19.

Following a delay time Dt, the stored electron distribution is
optically probed by forward biasing the Schottky junction, as
depicted schematically in Fig. 1c. A drift current of holes then
flows into the negatively charged dots and neutralizes the stored
charge. The electron–hole pairs in the QDs then rapidly recombine
over the radiative recombination time (<1 ns), generating a time-
delayed electroluminescence (EL) signal that directly reflects
the spectral distribution of stored charge a time Dt after generation.
A single photon counter is gated ON immediately before the reset
voltage pulse to detect the emitted photons and OFF again
after tdet < 500 ns (Fig. 1), after which the exciton population
has decayed completely. Further details of the device operation
and experimental techniques can be found in Supplementary
Information.

To extend the concepts introduced above from photon-to-charge
conversion to optically induced electron spin orientation, a key
consideration is the spin structure of the QD ground state exciton.
The QD exciton states are constructed from electron (e) and heavy-
hole (h) single-particle basis states with spin projections along the
QD growth axis (z) of Je;z ¼þ1=2" or 21=2" (e " or e # ) and
Jh;z ¼23=2";þ3=2" (h # and h " ) respectively20. As a circularly
polarized photon conveys one unit of angular momentum (þ1" for
jþ and 21" for j2) and the optical transition takes place to the
crystal ground state, only the exciton states with Jz ¼ Je;z þ Jh;z ¼
^1" (e # h " and e " h # ) are optically active. However, the e " h #

and e # h " eigenstates are often mixed in dots with reduced
symmetry, forming two linearly polarized eigenstates separated by
the anisotropic e–h exchange splitting of a few times 10 meV (d1)
(refs 20, 21). In order to enable optical selection of pure spin states,
all the measurements described below were performed with large
static magnetic fields (B $ 4 T) applied parallel to the growth axis of
the dots. This results in a Zeeman splitting DE ex

Z ¼ g*mBB of the QD
exciton levels, where g* is the excitonic g-factor. This transforms
them into pure e " h # and e # h " eigenstates, providing that
DE ex

Z . d1 (ref. 20). Optical excitation using circularly polarized
light with j2 or jþ helicity then selectively generates electrons with
up (e " ) or down (e # ) spin orientation, respectively. When the spin
is read out after a time delayDt, the degree of circular polarization of
the emitted EL intensity (I), P ¼ (Ijþ 2 Ij2)/(Ijþ þ Ij2), then
provides a direct probe of the electron spin orientation a time Dt
after generation.

In order to verify the concepts introduced above, we performed
spin storage measurements for a short delay time (Dt ¼ 1 ms) and
large magnetic field (B ¼ 8 T), while varying the polarization state
of the excitation source. Figure 2 compares typical storage spectra
recorded at T ¼ 10 K following excitation with randomly linearly
(left panel) or j2 circularly polarized light (right panel). By
comparing the frequency and spatially selective nature of the
excitation process, we estimate that ,10,000 dots are addressed
by the measurement (see Supplementary Information). Following
linear excitation, the storage spectra detected with j2 and jþ

polarization are equally intense because both spin orientations
(e " and e # ) are generated with equal probability in the QDs.
The lack of any circular polarization excludes the possibility that
spin alignment due to inter Zeeman level thermalization occurs
over such short storage times. In contrast, following j2 excitation to
generate e " electrons in the lower Zeeman level, the storage EL is
found to be strongly co-polarized (Fig. 2, right panel). At 10 K and
B ¼ 8 T, the measured degree of circular polarization following j2

excitation (P(j2)) was as large as ,265%, but was found to
increase strongly (up to ,285%) with reducing temperature as
discussed below. Repeating this measurement using jþ excitation to
generate a population of e # electrons in the upper Zeeman level
again produced co-polarized emission, but with precisely the

Figure 1 Schematic of devices and operation principle, a, Following resonant excitation

into QD ground states, excitons are ionized owing to the axial electric field provided by the

applied bias (V store). The AlGaAs barrier above the QD layer inhibits electron escape from

the QDs, ensuring photon-to-charge conversion. b, After charge separation, electrons are

stored directly in the QDs where they were generated. c, Readout of the stored charge

distribution by forward biasing the device (V ¼ V read). Holes drift back into the QDs,

neutralizing the stored charge and generating a photon, the polarization of which probes

the electron spin orientation—see Supplementary Information for further details.

 

 

Figure 2 Spin storage spectra for T ¼ 10 K, high magnetic field B ¼ 8 T and a short

storage time of Dt ¼ 1 ms. a, After randomly linearly polarized excitation, EL intensities

for jþ (red, filled squares) and j2 (blue, open squares) are equal. Both spin orientations

are created equally. No thermalization into the lower Zeeman level occurs. b, Following

j2 excitation, co-polarized j2 EL intensity (blue, open squares) is enhanced versus the

counter-polarized jþ light (red, filled squares). Selective pumping of one Zeeman level

exhibits a long-term spin memory: an approximately 65% degree of co-polarization for the

data presented, eventually becoming as large as ,85% at T ¼ 1 K.
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opposite degree of circular polarization, P(jþ) < þ 65%. These
results demonstrate that the storage signal exhibits a pronounced
polarization memory for both spin orientations, arising from the
reversible transfer from optical polarization to electron spin orien-
tation (Fig. 1a) followed by spin storage for a time Dt (Fig. 1b)
and back-transfer from electron spin orientation into optical
polarization (Fig. 1c).

Following demonstration of this spin memory effect, we now
consider the temporal evolution of P(jþ) and P(j2), a measure-
ment that reflects the electron spin dynamics in the QDs during
the storage time (Dt). Figure 3a shows the degree of circular
polarization of the storage EL, monitored at the peak position as
a function of storage time in the range 0.001 , Dt (ms) , 1 at
B ¼ 8 T and a reduced lattice temperature of T ¼ 1 K. P(j2) was
found to be as large as 285% with no detectable temporal evolution
up to 1 ms (Fig. 3a, lower curve). In contrast, a very marked time
evolution of P(jþ) is observed (Fig. 3a, upper curve). For
Dt < 0.001 ms, P(jþ) is as large as þ85%, decaying over time to
,210% atDt < 1 ms, as electrons relax from the upper to the lower
Zeeman levels. At thermal equilibrium, the population ratio of the
upper and lower Zeeman levels is N #/N " ¼ exp(2g*emBB/k BT),
indicating that N #/N " , 0.02 under the present experimental con-
ditions (g*emBB < 0.36 meV and k BT < 0.09 meV). Therefore, the
contrast of the observed decay from the upper level (N #) is much
larger, while spin flip mechanisms for e # ) e " and e " ) e #
remain the same. To confirm this interpretation, we reversed the
orientation of the magnetic field to invert the energetic ordering of
the Zeeman levels. In this case, a strong characteristic temporal
dependence of P(j2) was observed as expected, while no measur-
able dynamics could be observed for P(jþ).

As the j2 polarized signal from the lower Zeeman level exhibits
no detectable dynamics over the timescales investigated, the tem-
poral evolution of the jþ polarized EL intensity following jþ

excitation (that is, Ijþ(t)) was used to provide a direct measurement
of the electron spin relaxation time (T 1) in QDs. Time resolved
traces of Ijþ(t) in the rangeDt ¼ 0.001–1 ms are presented in Fig. 3b
for selected magnetic fields up to B ¼ 12 T. For each magnetic
field investigated, I jþ(t) exhibits a mono-exponential decay,

IjþðtÞ ¼ Ijþ0 expð2t=T1Þ, as shown by the fits in Fig. 3b. For
B , 5 T, storage times up to,5 ms were measured to obtain reliable
statistics. The decay time constants extracted from the data in Fig. 3b
are found to be strongly dependent on the magnetic field, reducing
markedly from T1 ¼ 20 ^ 6 ms to 0.1 ^ 0.01 ms as the magnetic
field increases from B ¼ 4 to 12 T. The dependence of T1 on the
magnetic field is summarized in Fig. 4 on a double logarithmic
representation. These data suggest a clear power-law dependence,
T1 / B m, the best fit to the experimental data yielding a very large

 

 

Figure 3 Electron spin dynamics at T ¼ 1 K and B ¼ 8 T for storage times up to 1ms.

a, The degree of circular polarization (P ) at peak of the storage EL. Red: pumping electron

spins into the upper Zeeman level. Temporal decay observed from co-polarized emission

(P . 0) at short delay times to counter-polarized emission (P , 0) after Dt . 0.75ms.

Blue: pumping electrons into the lower Zeeman level results in co-polarized emission

(P , 0) but no detectable dynamics. b, Semi-logarithmic plot of the temporal evolution of

the co-polarized EL intensity following pumping electrons into the upper Zeeman level for

different magnetic fields. T 1 and the related standard error is extracted from a least-

squares mono-exponential fit of the observed decay transients.

 
 

Figure 4 Double logarithmic plot of the spin lifetime T 1 versus the magnetic field at

T ¼ 1 K. T 1 increases from 0.1 ^ 0.01ms at B ¼ 12 T to 20 ^ 6ms at B ¼ 4 T (open

circles). A least-squares fit of the B-field dependence for B $ 7 T (blue dashed line)

reveals a power-law dependence with an exponent m ¼ 25.3 ^ 0.3, suggesting that

inter Zeeman level spin scattering is due to spin–orbit coupling mediated by single

piezoelectric phonons as discussed in the text. Solid line: at high B-fields, the theory of

refs 13 and 14 accounts remarkably well for the measured data using reasonable

parameters for the investigated Ga(In)As QDs (jg ej ¼ 0.8, "q0 ¼ 30meV). For B , 7 T,

a softening of the exponent to m ¼ 24.0 ^ 0.6 (red dashed line) is observed owing to

the increasing phonon population.
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exponent close to m < 25. We now consider the origin of this
strong magnetic field dependence.

Spin-flip transitions between Zeeman levels must naturally
proceed with conservation of energy, which can be ensured via
the participation of acoustic phonons with an energy equal to the
Zeeman energy, Eph ¼ g emBB (refs 13, 14). In this case, one-phonon
scattering processes can mediate the spin-flip process by mixing of
the Zeeman levels via the spin–orbit interaction13,14. The spin
relaxation time due to such a one-phonon admixture process in
QDs has been calculated using perturbation theory13,14 to be:

1

T1
¼ A

ðgemBBÞ5

"ð"q0Þ
4

where A is a dimensionless constant that reflects the effective spin
piezoelectric phonon coupling strength in the heterostructure, and
"q0 is the QD single-particle level spacing. Using typical material
properties applicable to GaAs (refs 13, 14) gives A ¼ 0.014, which
together with reasonable values for jg ej ¼ 0.8 (ref. 20) and "q0 ¼
30 meV (ref. 22) provide good quantitative agreement with our
experimental data, as indicated by the full line in Fig. 4. The
experimentally observed exponent m ¼ 24.9 ^ 0.2 (not shown)
is very close to the characteristic T1 / B25 dependence expected for
such one-phonon scattering processes, providing (to our knowl-
edge) the first experimental evidence that inter Zeeman level spin-
flip transitions in QDs are dominated by one-phonon scattering
processes at low temperature. Closer inspection of the data pre-
sented in Fig. 4 indicates a softening of the exponent with reducing
magnetic field. As shown by the blue and red dashed lines in Fig. 4,
the best fit to the data for higher magnetic fields is very well
described by a single exponent m ¼ 25.3 ^ 0.3 (indicative of
one-phonon processes, as discussed above) with the data at lower
field better described by a weaker exponent m ¼ 24.0 ^ 0.6. Such
behaviour is expected for one-phonon processes13,14, reflecting a
transition between a low-temperature regime (kBT , g emBB), with
the T1 / B25 dependency discussed above, to a T1 / (k BT)21B24

dependency when k BT becomes comparable to g emBB. In our
experiment, the Zeeman splitting is comparable to the thermal
energy for B < 2–4 T, in good accord with the observed softening of
the exponent at low magnetic fields.

The longest T1 time that we measured (,20 ms at T ¼ 1 K and
B ¼ 4 T) is limited by the sensitivity of our detection scheme, and
represents a lower limit. The absence of any observable saturation of
the T1 in Fig. 4 suggests that the relaxation time should be much
longer at lower fields. For example, extrapolating the observed
T1 / B24 dependency to lower fields would indicate T 1 ¼ 80 ms
at ,3 T, reaching ,1 s at B < 1.6 T. However, additional spin
relaxation mechanisms (such as that due to hyperfine coupling to
the nuclear spin23) will potentially limit the intrinsic T1 times that
are accessible as B approaches zero. Recent theoretical work has
suggested that if spin–orbit coupling mediated by single phonons is
the dominant spin scattering mechanism, then the spin coherence
time should approach the limit T2 ¼ 2T1. Our results demonstrate
that this mechanism does indeed dominate, suggesting that the spin
coherence times for such optically generated electrons spins may
also be long15. A
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Lead has recently been expelled from many commercial appli-
cations andmaterials (for example, from solder, glass and pottery
glaze) owing to concerns regarding its toxicity. Lead zirconium
titanate (PZT) ceramics are high-performance piezoelectric
materials, which are widely used in sensors, actuators and
other electronic devices; they contain more than 60 weight per
cent lead. Although there has been a concerted effort to develop
lead-free piezoelectric ceramics, no effective alternative to PZT
has yet been found1–14. Here we report a lead-free piezoelectric
ceramic with an electric-field-induced strain comparable to
typical actuator-grade PZT. We achieved this through the com-
bination of the discovery of a morphotropic phase boundary in
an alkaline niobate-based perovskite solid solution, and the
development of a processing route leading to highly k001l
textured polycrystals. The ceramic exhibits a piezoelectric con-
stant d33 (the induced charge per unit force applied in the same
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