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Abstract. The electron impact ionization cross section o} i$ calculated using a distorted-
wave approximation. The calculated cross section is compared to the experimental results of
Peart and Dolder. The simplicity of the system allows an assessment of the accuracy of the
distorted-wave approximation without complications from inaccuracies in the target state, initial
continuum state, or final continuum states. The agreement with experiment is poor at low
energies but improves substantially at higher energies. A differential cross section at an incident
electron energy of 103 eV is presented. The proton energy distribution after the ionization is
presented for large incident electron energy.

1. Introduction

Calculations that are relatively simple for atomic neutral or ionic species can be much
more difficult for molecular neutral or ionic species. It is useful to assess the accuracy
of crude theoretical methods to provide a gauge of the quality of calculations. For this
purpose, first-order distorted wave calculations for electron impact ionization; ol
presented. This molecular system was chosen for the simplicity of the electronic structure
and the availability of experimental results. The errors in the calculation must arise from
the deficiencies of the first-order, distorted-wave method. For more complicated systems,
it could be argued that errors are due to inaccuracies in the distorted waves, in the target
states, or in the scattered waves.

The fixed-nuclei electronic states ofjHan be calculated to arbitrary accuracy using
prolate spheroidal coordinates. The simplicity of the states and the interaction potential
allows the calculation to proceed with modest investment in computational resources.
Therefore, it is somewhat surprising that these are the first fully quantum calculations of
this process although experimental results have been available for over 20 years.

Peart and Dolder (1973) measured the electron impact ionization cross sectign of H
by detecting the simultaneous arrival of two protons in a scintillation detector. Two protons
are always liberated whenjHis ionized in the reaction:

Hy (lo,) + € — 2p+2e . (@)

By detecting the simultaneous arrival tfio protons, they were able to distinguish the
process (a) from protons liberated by the reaction

Hy (1so,) + € — H@ne) +p+e. (b)

The number of protons produced in the second reaction vastly outhumber those produced in
the first reaction. The protons from the different reactions, (a) and (b), were distinguished by
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the pulse height they created in the detector. Pulse heights from the first reaction were twice
as large as those from the second because two protons arrive simultaneously in reaction (a).
The present calculations were performed in prolate spheroidal coordinates with the
protons fixed in space at an internuclear distaRce 2.15 au which is 0.15 au larger than
the equilibrium separation of Hin the ground vibrational state. This distance was chosen
in order to match{R) using the experimental vibrational distribution. A discussion of the
accuracy of this procedure is presented below. The methods used to produce the electronic
wavefunctions numerically and carry out the Slater integrals in prolate spheroidal coordinates
are also discussed. The formula for the ionization cross section in prolate spheroidal
coordinates is presented with reference to energy normalized continuum functions. The
asymptotic form of energy normalized prolate spheroidal continuum functions is also given.
Various tests of the computer programs are described.

2. Single-electron wavefunctions

2.1. Coordinate system and Hamiltonian

The wavefunction for an electron in the field of two stationary point charges can be simply
obtained in prolate spheroidal coordinates (Judd 1975). (The vast literature pertainiig to H
and its electronic states in prolate spheroidal coordinates cannot be adequately referenced.
For early large-scale computations see Batieal (1953) and Bates and Reid (1968).) If

one charge is at the positiaR; = (0, 0, R/2) and the other aRR, = (0, 0, —R/2), where

R is the distance between the charges, then the prolate spheroidal coordinates are given by

§=(r—Ra|l+|r — Ra)/R
n=(r—Ra| —|r— Ri]/R @
¢ = arctar{y/x)

wherer is the position vector of the electron measured from the origin. The coordjriate
the analogue of the radial coordinate apd the analogue of cas for larger, & = 2r/R
andn = cosf. The volume element used for the integrations is

3
dv = dvdydz = (g) (&% — n?)ds dy dg )

where¢ ranges from 1 tao; n ranges from—1 to 1; ¢ ranges from 0 to 2.
For an electron moving in the field of two stationary protonsRt and R;, the
Hamiltonian is (in atomic units)

Ho=—3V?—1/|r — Ri| — 1/|r — R,

2 1 d o B B . 5D g2 —n? 32}
- R2§2—n2[as(§ Vo T a0 Y @ na- mag?
4 1
TRE— ©

The two-electron wavefunctions in the present calculation will be approximated by products
of one-electron wavefunctions with the appropriate symmetry. One-particle wavefunctions
that are solutions of

HoW(r) = EY(r) 4



Electron impact ionization of ¥ 781

can be obtained in the form

Weim = FErmE)VEIm (M, @) (%)
where
10
—— Ve (0, ) = mYeim (0, @) (6a)
1 dg
d 0 ER? m?
[M(l—ﬁz)&?-i-fmm—zﬁz—l_nz] Yerm(m, 9) =0 (6b)

d 5 0 ER? , 2
— (=1 — — 2RE —
[ag@ Vog ~Jem Ty EH2RE—
This is the main advantage of using prolate spheroidal coordinates; the wavefunction for
one electron in the field of two stationary protons separates in these coordinates.
TheYe:. (1, ¢) functions are the analogue of the spherical harmonics and are normalized

such that

1|FEAm(€)=O- (6c)

1 27
/ d)’} / dfﬂ yZA,,l(ﬂ, fﬂ)yE/\’m'(U, (0) = Smm’(SAN . (7)
-1 0
These functions are obtained by expanding in a basis of spherical harmonics

Vein@, @) =Y You(n, 9)U}; (E) ®)
l

with the coefficients of the basis function obtained by numerically diagonalizing a real
symmetric matrix. For the calculations reported here it was not necessary to go higher
than the¢ = 19 harmonic to obtain convergence in the ionization cross section. The
off-diagonal matrix elements only coupleto ¢ + 2 so the everf and odd¢ states can be
obtained separately. ABR? — 0 the)x,,, become equivalent to spherical harmonics; part

of the difficulty calculating high energy wavefunctions arose from the strong departure of the
Ve from spherical harmonics due to the large coupling from Ee?n?/2 term in (6);

this complicated the calculation of thgr, matrix elements. However, the diagonalization
never involved a matrix larger than 2010 which made the calculation of the angular
functions rather trivial.

It was more difficult to obtain the&;,,(§) functions then the) functions; however,
these functionsF, are solutions of a linear second-order differential equation so they could
be obtained fairly easily. The difficulty with th& functions is that they depend on
and |m| which increases the number that need to be calculated (over the number of radial
functions that would be needed in spherical coordinates). The first derivative termg in (6
can be eliminated by solving for the functi@ng,,, (§) defined by

FE)um(s) = GE)»m(‘i:)/V 52 -1 (9)

This is analogous to solving faR(r) = u(r)/r in spherical coordinates. The differential
equation forGg;,, (&) is

92
I:aéz + kéxm(a}cmm@) =0 (10
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where

ER? 2_1
k% () = (—fmm + ?52 + 2R¢ — ?2 - 1) J(E2-1). (11)

The differential equation fo€ gives a function which has a square root singularity at 1
and an essential singularity &at— oo when E # 0. At very large distanceg, — oo
ER> 2R  fewn—ER?/2

2
kzym (&) — ?""? £2

which has the form of a Coulomb potential but with non-integer angular momentum. Note
the combinationER?/2 = (kR/2)?> where k is the wavenumber of the electron. The
numerical procedure for obtaining the solutions of (10) is described in the appendix.

(12)

2.2. Normalization of single electron functions

In the formula forT-matrix elements described in the next section, the ground-state target
function is normalized per unit volume and the continuum waves are normalized per unit
energy. The ground state wavefunction has the form

Wi m, &1, 0) = NFEgm, E)VEm, (0. 9) (13)
which means

) N2R3 'S} 1 27 ) S )
/dV|LIJE;,Agm;,| =3 / dé/ dnfo dp (" — 1) FE 3 m, E)VEam, (0, 9)|° = 1.
S 1 -1 o
(14)
The angular part of this integration was obtained from the coefficients of the expansion of
Y in spherical harmonics and analytic matrix elements involvingthe
A non-rigorous derivation of the form of the continuum wavefunction for energy

normalization can be obtained by a simple comparison to energy normalized functions
in radial coordinates. In radial coordinates the asymptotic form of the wavefunction is

v 2 Yy (COSH, @) sin(kr + 8g,(r)) (15)
wkr?

where E = k?/2. The correspondence between spherical and spheroidal coordinates
(r = &R/2, co®® — n) gives an asymptotic form

[ 8 . (kR
m)’mm(n, @) sin (25 +8E)»m(‘§)> . (16)

A more rigorous (and much lengthier) derivation using Green'’s theorem in the spirit of Fano
and Rau (chapter 5.7) gives exactly the same form. The normalization of the numerical
functions could be obtained by matching them to Coulomb functions from standard computer
programs because the asymptotic form of the differential equatio fisrthe same as for
Coulomb functions with non-intege. However, the overall speed of the program and the
number of continuum waves that needed to be calculated forced the use of an approximation.
The normalization of th& g,,, (§) was obtained by matching toveks solution of (10) with

the asymptotic form

4 vz : 5 ’ ’
Gem(€) ~ [7TRkE)\rn(§)] Sln(/ kgm(E")dE +3Exm>- (17)

This is a good approximation for the calculations reported here because the energies of the
continuum waves are relatively large compared to the potential energies at the matching
distance.
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3. T-matrix elements and cross section

3.1. Fixed-nuclei approximation

A frozen-nuclei approximation was used to calculate the cross section. This is a good
approximation because the electrons’ speeds are at least 30 times greater than that of
the nuclei. The cross section can be approximateddpyE; R)) whereo|(E; R) is the
ionization cross section calculated with fixed nuclei separated by a distanaed ()
indicates averaging over the initi& distribution. The ionization cross section increases
with the internuclear distance in a roughly linear fashion nRae= 2 au. At smallR,

H looks like He™ which has a smaller ionization cross section than for H (laR)e
Because the cross section has a roughly linear dependend&e iris only necessary to
calculate the cross section at the distagg. = (R) = 2.15 au which is 0.15 au greater
than the distance of the potential minimum. The average distance was obtained from the
vibrational distribution of von Busch and Dunn (1972); Peart and Dolder state the vibrational
distribution in their experiment should be similar to theirs. The approximation that is being
made is(o|(E; R)) = 01(E; Rave) + O[((R — Rave)?)]. Numerical tests for the low-energy
cross section (which is most sensitive ) found the approximation worked to better
than 1%. The implications of this approximation for the energy distribution of the protons
are discussed in the results section.

3.2. Fixed-nuclei matrix elements

When using energy normalized wavefunctions, the distorted wBAwmatrix element
connecting channelsand j is

T = n (W, E — HI;) (18)

where the ket(y),| does not mean complex conjugation of the radial functions. The
continuum parts of the), andy; functions haver'-matrix form in the asymptotic region.
The ionization cross section can be obtained simply by analogy to excitation if all of the
continuum waves are energy normalized.

Let E; be the energy of the incident electroli, be the energy of the target electron
in the ground state, anéf; and E, be the energies of the two continuum electrons after
the collision. Conservation of energy givés + E, = Ey + E» = Et where E7 is the
total electronic energy. All of the energies in this equation are electronic energies only.
This equation supposes the electrons do not exchange energy with the protons during the
ionization process. Within this approximation the protons will have a centre of mass energy
distribution peaked near 6 eV in a way that depends on the initial vibrational distribution of
H3. (An approximate proton energy distribution is given in the results section.) The total
ionization cross section (in atomic units) can be written as

o(E;)) = 2 ——dE> (19)
where

da| 271’3 . 2 . 2 ke .
dE, = E, Z (116G, gL+ 11(g,i;L2I" = 1"(, 8:1,2D1(g.i:1,2)}  (20)
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with Ei=FEr—E; and

1
Hi.g12) == [0 [ QVal s WL, (1) W W r2) . (@1)

The complex conjugation in (21) does not apply to thefunctions. The simple form

of (20) results from two drastic approximations: (i) the ground-state wavefunction and
the wavefunctions for the scattered and ejected wave are obtained from the same local
Hamiltonian (equation (5)) which means they are orthogonal to each other (no one-body
interaction terms survive). (iall of the continuum waves are solved within a local potential
which does not depend on the total spin; therefore, the continuum waves for singlet and
triplet spin couplings are identical.

The energy integration in (19) is accomplished through a seven-point Gaussian
guadrature. Convergence was tested by comparing to a five-point Gaussian quadrature.
(The differential cross section in (20) is symmetric abBut= Et/2 and therefored /dE>
was only calculated at four points i, for every energy of the incoming electrdf.) The
sums in (20) were kept to as small a range as possible consistent with three-digit accuracy
in the calculated cross section. For the lowest incident energies all of,the< 10. For
the highest energies all of the m < 19.

4. Slater integrals

The integrations in (21) are carried out in spheroidal coordinates to take advantage of the
simplicity of the orbitals in this coordinate system. Fortunately, thejloperator has a
partial-wave-type expansion in spheroidal coordinates. This expansion is

1 8
P % D DO ED P ED Y em (11, 9D Yem (02, 02) (22)

2 tm

where theQ}' (¢§) (P;"(£)) are the irregular (regular) Legendre functions with asymptotic
form (as¢& — o0)

QM (E) — £ +m)! /(20 + 1)) (23)
P (&) — EY OV /[2% ¢ —m)] . (24)

The integral that enters the cross secti@n- -) has the form

R\® 87 *° &0
1(G,8:1,2) = (2> z Z/l dEl[l d&2 QY (§-) P (§2) F1(§1) F2(&2) (25)
tm

where

Fl(g) = FE,’)\.imi (é:)FEl)lel (g)(sng;nk,m,-,Eﬂnlml - Cg'n)»imi,El)\lml) (26)
with

m m m; m (261 + 1)(2£ + 1) (251 + 1)

Bg,)\;m,,El)\lml = (_1)M+ Z Uei)ti Uelil\/ 47t

£ily

l Ll £ L 4
X(O 0 0)(—mi m m1> (27)
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m 2 m moom |26+ D20+ 1)(200+ 1)
Cgi)»,'mi,El)ulml = R2E1 (_1)M+ ; UZ,)\,- U(flil A
itl
ol l; T

where F, has a structure similar té; with the replacement — g and 1— 2.
The standard method for calculating integrals of the form (25) is to rewrite the integrals
as

/1 dé1 F1(51)vem (§1) (29)

where the functiony,, is the analogue in spheroidal coordinates of the Hargréenction.

The usual method for obtaining this function for atoms is to writg(¢) as the solution

of a first-order differential equation. This method is not used here because it is more time
consuming to calculate thB and Q Legendre functions tharf and 1/r‘** which appear

in atomic Slater integrals. The,,, were instead obtained as solutions of a second-order
inhomogeneous equation given by

d , d m? .
|:d§(E - 1)@ —L(l+1) - 52_1:|Uem(€) = —F(§) (30)

with the condition that a§ — oo

Vom (§) — Dgm ETE. (31)

Because equation (30) has the same form a} l§at with an inhomogeneous term, it was
relatively trivial to modify the subroutines that calculated the solution of & that the
vy could be obtained.

It was important to calculate the,, and integrate (29) as quickly as possible because
of the number of times these operations need to be carried out at each energy. Because of
the dependence on the magnetic quantum number in all of the functignsabfoperations
need to be carried out many orders of magnitude more often than in a similar calculation
for a one-electron atom. One of the methods used to speed the calculation was to order
the wavefunctions in a way that reduced to one the number of times,theeeded to be
calculated. The ordering and speed of the operations were such that the calculation of the
F1(&) function was the slow step of the procedure.

One of the tests of the code was thgy = O for all of the integrals needed for the
ionization cross section. In general, the calculaiggl< 10~°. Another problem, is that
unlike atomic calculations there are no sharp selection rules connegtiig and A;. In
the calculation, the sum in (25) was truncated,at < 4. The higher did not contribute
to the cross section at the 0.1% level.

The summation in (20) involves several different variables. Symmetry requirements
force many of the terms to be identical; the simplest of these symmetries is the simultaneous
reversal of the sign of all of the magnetic quantum numbers. Computational speed forced
the code to be written to take advantage of these symmetries. In order to check all aspects
of the code, the internuclear distance was reduceft te 10~ au. The ionization cross
section from this program was compared to that from an atomic distorted-wave program
for He™. The differential and total cross sections from the program in prolate spheroidal
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coordinates matched those for the atomic physics program to better than 0.1%. This gives
confidence that no gross errors have been made in the molecular ionization program.

5. Results

In figure 1, the electron impact ionization cross section is presented as a function of energy.
The experimental points are from Peart and Dolder (1973). The error bars are the statistical
errors that were quoted. Peart and Dolder assessed their systematic errors to be less than 6%
which means the experiments and calculations are in perfect agreement for incident energies
> 88 eV. The diamonds are for distorted-wave calculations wiadiref the continuum

waves (including the incident wave) are calculated in the field of two stationary protons.
The squares are for distorted-wave calculations where a local screening potential was used
for the incident wave but the ejected and scattered waves were calculated in the field of
two protons. The results for the screened incident wave were not very sensitive to the form
of the screening potential; basically, the same cross section was obtained (within 2%) if
the incident wave was calculated for a field generated by two ch?rgarticles or by a

true screening potential. The difference between the two calculations in figure 1 gives an
estimate of the error in the distorted-wave method.

The major differences between the two distorted-wave calculations and the experiment
are at low energy which is not very surprising. At lower energies the electrons interact more
strongly which reduces the accuracy of a first-order perturbative method. It is encouraging
that the distorted-wave calculations and the experiment are in excellent agreement for
energies> 88 eV. This shows that an ‘exact’ implementation of distorted-wave methods can
reproduce the physics at relatively low energy (less than three times the threshold energy).

Both of the calculated cross sections are too large at lower energies. This suggests
a second-order process is becoming more important for these energies. Two possible
mechanisms could reduce the ionization cross section: (i) de-excitation of a continuum
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Figure 1. The total ionization cross section ongas a function of incident electron energy.

The experimental points are from Peart and Dolder (1973). The diamonds are distorted-wave
results when all of the continuum waves are calculated in the field of two stationary protons.
The squares are distorted wave results when the incident wave moves in a screened potential.
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Figure 2. The differential cross sectiongg/dE>, at an incident energy of 103 eV. The symbols
are the same as in figure 1.

electron into a bound state, (ii) excitation of ground-state electron into excited states which
removes ground-state probability thus reducing the ionization cross section. Unfortunately,
second-order ionization processes are too difficult to implement for molecules so the reason
for the failure of the distorted-wave method is unknown. It seems more likely that de-
excitation of a continuum electron into bound states causes the reduction in the ionization
cross section.

The calculation presented in figure 1 illustrates the good agreement between the
experiments and distorted waves for the total cross section. However, total cross sections are
notoriously insensitive to approximations in the calculation. In figure 2, the differential cross
section d;/dE; is presented at an incident energy of 103 eV. The symbols are the same as
those in figure 1. Unfortunately, at this time there are no experimental results to compare
with the calculation. The shape of the differential cross section is fairly typical of direct
ionization processes at several times threshold energy. The cross section is much larger for
the energies where one of the electrons moves slowly and smaller for both electrons sharing
the energy equally. This cross section would be a more sensitive test of the distorted-wave
calculation. The cross section is symmetric about the average electron éhgrgyE,)/2
as it must be.

Another test of the assumptions in this paper derives from a measurement of the
distribution of proton energies after the ionization process. The calculations presented here
assume that the ionization process occurs extremely fast compared to the nuclear motions.
Within this picture, the nuclei are initially bound together by one of the electrons. During
the ionization, they are ‘instantly’ stripped of this electron after which they move on a
repulsive ¥R potential. The distribution of final energies will be given by a projection
of the nuclear wavefunction before the ionization onto the nuclear wavefunction after the
ionization:

2

P(E) = Z Pu[fo FZE(R)XU(R)dR] (32)

where P, is the probability for the Ef ion to initially be in thev vibrational state (taken



788 F Robicheaux

from table 2, column (C) of von Busch and Dung)(R) is thevth vibrational function for
HZ, and F>x(R) is the continuum wavefunction for two protons at centre of mass energy
2E (each proton carries half of the energy).

E (eV)

Figure 3. Approximate distribution of proton energies in the frame where the centre of mass is
stationary. This distribution will become increasingly inaccurate as the incident electron energy
is lowered.

The approximate proton energy distribution is given in figure 3. This distribution is
surprisingly broad which reflects the slow reductionPpfwith increasing. The peak of this
distribution mainly arises from the fact that the two protons are initiallg at 2.15 au with
roughly zero kinetic energy giving an energy o0« 27.2 eV/2.15 = 6.3 eV. The
distribution of proton energies from (32) does not depend on the incident electron energy.
This approximation will begin to substantially fail when the width of the proton distribution
becomes comparable t@F; + E»)/2 (the average of the ejected and scattered electron
energies). The width of the proton distribution4s5 eV. The average electron energy is
given to a good approximation by£; — 30 eV)/2. An examination of figure 1 indicates
the stationary nuclei approximation may be failing at the lower two energy points.

6. Conclusions

The present calculations do not uncover any surprises. However, the comparison gives a
clear estimate of the accuracy of the distorted-wave method when it can be applied exactly.
The calculated cross section is substantially larger than the experimental cross section at the
two low energy points: 53.4 and 73.4 eV energy for the incident electron. At higher energies
(>110 eV) the calculated cross section is uniformy7% smaller than the experimental

cross section. The systematic errors of the experiment were assessed to be less than 6%
and the random errors were between 5% and 15%. The calculated and experimental cross
section are in perfect agreement for incident electron enetgi@8 eV. The maximum

value of the ionization cross section is exactly reproduced.
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The exact implementation of the distorted-wave calculation of electron impact ionization
reproduces the experimental cross section for incident energies three times greater than the
threshold energy for ionization. The discrepancies at smaller energies are an intrinsic feature
of the distorted-wave method and cannot be attributed to inaccuracies in the target state
wavefunction, etc. A cross section differential in energy has been presented which may
further probe the accuracy of the method since it is at an energy where the agreement is
apparently perfect for the total ionization cross section. The distribution of proton energies
has been presented for the same reason. The results of this paper indicate that an accurate
implementation of the distorted-wave method can give very accurate results for molecules
at relatively low energy.
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Appendix

The numerical solution of (10) must be handled carefully because of the singularity at
Part of the difficulty can be avoided by using a square root mesh. Instead of solving for
Ggn (&) as a function of, the solution is obtained as a function ofvhere

£E=1+s° and d = 25ds (A1)
with s > 0. The differential equation that needs to be solved is

@ 1d
R

dS2 - s dS EA,71(1+ 52):|GEAm(s) = 0 (AZ)

where the points are equally spacedsini.e. thejth point iss; = jAs. This is a good
compromise mesh for continuum waves because there are more points near the singularity
than for a linear mesh but the largest steff iis only twice as big as for a linear mesh. A
Numerov-type algorithm accurately propagates (A2). In general, the solution of a differential
equation of the form

1
y'(x) = ;y'(X) = A@)yx) + Sx) (A3)

can be propagated with a Numerov-type procedure

) 5 A? A A?
y(x—}-A):{y(x) 24+ A A(x)<6_4x2) —y(x—A)(l—f-Zx) 1—EA(X—A)

+A2Q(x)}/{<1— A) [1— AzA(x—i—A)“ +0(A®) (A4)
2x 12
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where

= 1 1 A S A 1 1 A S A > A* S AL
Q(x)—l2< _2x> (x + )+12< +2x> (x — )+<6_4x2) (x). (A5)

Equation (A4) has errors of @°) (instead of QA®) for the ordinary Numerov propagator)
because Ax is order YA nearx = 0.

The propagator given in (A4) produces accurate functions except for0. The source
of the difficulty derives from the behaviour @ g;,,(s) nears = 0. The regular solution
goes likes"!*1 while the irregular solution goes like”!*1. Form = 0 the regular and
irregular solutions go like andslogs. Starting the propagation wityg;,,(0) = 0 and
Geum(A) = AMFL will not work for m = 0 since the irregular solution can have these
first two points as well (irregular solutionlogs/log A). This difficulty was surmounted
by utilizing a ten-term power-series expansion &g,,, whenm = 0. The power series
was used for distances small enough that errors from the truncation were less than a part
in 10°. Equation (A4) was used to propagate the= 0 solution to larger distances.

The accuracy of the propagation scheme was tested by calculating the bound state
energies of B for m = 0 andm = 1. Five digit accuracy could be obtained with less than
400 mesh points.
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