How to find and store your data ?

CMS Grid Analysis Tutorial

CERN
June 25", 2009

* Please also consult the tutorial lessons about Crab
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Role of the Tier Sites in CMS

Tier-0 and T-1 centers used for central tasks

by operation teams, no general user 7 s ot
analysis access -
Massive MC production at the T-2 sites

Tier-2 sites (and with restrictions CAF and C M S
CERN) only location where users are able to

obtain guaranteed access to data samples

» Dustributed primary datasetsy The Computing Project
s DPG/POG/PAG groups associated withv3-5 T-2y
each, ‘group datw (e.g. group skims, PAT) Technical Design Report

@ O(30-50) local users at every T-2

Tier-3 technical term is not well defined
o [adlmost no; ..., flll] Grid functionality
o cluster is fullly under local control
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Tier-2 Storage Concept 2009

» Different levels of dynamics, control,
and responsibilities

> N*0.5-1TB user home space
s Stage-out awea for e.g. CRAB joby
o Additionad local/national resouwrces
» 30-60 TB local/national storage
» N * 30 TB group analysis space
o N associated DPG/POG/PAG groups
» Datw of interest for the group, e.g-
secondawy skims, special MCs; RAW
» 30 TB central space
@ Primowy dalw sets/skims, MC samples of
global interest for CMS
o Duistributed centrally
» Some buffers for central MCP

— Tier2Storage =~

Transient Space while merging
Less than [ TB for a nominal T2
~ 0.5-TB per user
L
-
o
= — ~30-60TB at a nominal Tier-2
o«
o £
NE
0 ~60-90TB at a nominal Tier-2
Z
30TB per Tier-2
~20TBata nominm
\ (10% of storage mﬂ/
o e RWNTH
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Tier-2 CPU & Batch Concept

» Generally 50% of CPU resources (of CMS pledges) are allocated to MCP,
the other half is for CMS user analysis

» So far only moderate usage of VOMS groups & roles
* High batch fair shares for central CMS tasks (MCP, softwawe installation, monitor
o Some Tier-2 sites give higher fair shawes to- their national users (e.g. Gemoawy), if
they authenticate by appropriate VOMS extention

@ To account for additional national or local resources

@ voms-proxy-init -voms cms:/cms/dcms (for German VOMS group)

@ VOMS for wsers associated withvav (DPG/POG/PAG) detector ov physics group hosted at
the Tier-2 not yet implemented, but just decided to-enable buwst access for o small
rnwmber of group wsers for central orv highv priovity group tosks

R\WNTH
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Analysis Concept

Ideal Tier-2 Workflow

Input from
[store/datal

CRAB
Access to Official [Pata

Job SpeC|Fcatlons E

@ < Job Status E " .
' emote
' Stage-out

S CRAB ;
a//O =< Accessto User ! Files

CQP,:“‘s, Data (Local DBS) : Registered in

od‘/q:;““~\ ¥ Local Scope DBS

-
-~

Eventually output to
/storefunmerged
and
Istore/tmp

Qutput to
Istorefuser/

|dea: data distributed, but every user can transparently
access data at every Tier-2, output to home T2 R\WNTH
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Da taset GZ 0SS Cll/j/ (from DBS documentation)

» Dataset: /PrimaryDataset/ProcessedDataset/Tier1-Tier2-...
o A set of files representing av coherent soumple. Datasety awe defined primorily by
processing history and event selectiow criteria.
* Primary Dataset

* Datww at all levels of processing pertaining to-a givenw (HLT event classification) orv
commonv MC production (generation withv same pavrameter) criteriov.
* Proccessed Dataset

o A slice of data fromv av Primawy Dataset defined by the processing history applied to-
it. A Proccessed Dataset will correspond to-a large production of data withvav single
major softwowe release version, but may include multiple minor versions of small
bug fires and also- may contoin the output of muldtiple processings of some giverv
input dato.

» Data Tier (not to be confused with Grid Tiers !)

» A set of objecty to-be grouped together invthe output files of the processing step
producing the objects. RWTH
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Dataset Glossary ... con't

» File Block
o A slicing of o datuset into-chunks of files likely to-be accessed together. The File
Block us v datow management packaging wnit for conwenience of the datw location
ond trowmster sevvices.

» PAT is not a separate Data Tier, it appears as .../..PAT../USER
» Examples /PrimaryDataset/ProcessedDataset/Tier1-Tier2-...

» /BB2ZMuMu.noMassCut/CMSSW_1_6_7-CSA07-1204465719/GEN -SIM -
DIGI-RAW
/BB2ZMuMu. noMassCut/CMSSW_1_6_7 -CSAO7 -1204787696/RECO
/QCDDYetPt300to380/Summer08_IDEAL_VI_AODSIM_v1/AODSIM
/BeamHalo/BeamCommissioningO8 -PromptReco-v1/RECO
[Exotica, GMSB_GM1{/SummerO8_IDEAL_VI_PAT_vI/USER

&
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Which Dataset is Interesting for Me ?

From the name alone, often not really obvious, neither for signal nor for bg
Sometimes documentation from the PAG/POG/DPG groups

Sometimes Monte Carlo production information
@ eg. htp://mthomas.wel-cern.ch/mthomas/Suwmmer2008prodiction. htm

Sometimes information about used important parameters, objects, .. stored
In database

Subscribe to your group's (and to hn-cms-physics-announcements@)
Hypernews communication system !

Not all datasets are compatible with your used CMSSW version !
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D B S D ZS COvVe ]/')/ P da g € Data Bookkeeping System

» Menu-driven browser to find datasets in database system

In addition powerful command line interfaces avaidable f. advanced functionality
Authoriative sowrce of information about dato produced and stored inv CMS, witiv
Oracle and MySQL DB back-ends. Different instances (prod-global; ,local-scope”)
Meta-dato system infomation about dato (naumes; size; creationw date; sites; ...)

e pashboard 5 Discove ProdRequest PhEDEx SiteDE CondDE Support

Home - aSearch - Navigator - RSS - Sites - Runs - Admin - Tools - Help - Contact

ADVANCED KEYWORD SEARCH httpS.‘//cmsweb.Cern.ch/dbs_discovery/
Case-sensitivity: | off HELP PU”-dOWﬂ menU

Lsearcn J Reset | 0 select global ...
local instances

view

Command line tool for this interface is available here

MEMU-DRIVEN INTERFACE

Physics groups |Any V|
Data tier |Any v|

O composed tier, e.g. GEN-SII'I.I'I:|
Software releases |Any v|
Data types | Any |

Primary dataset/
MC generators |Any

[ Find ][ Reset ]
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https://cmsweb.cern.ch/dbs_discovery/

DBS Query Language

» find <key1, key2, ..> where <key> <op> <value> and/or ..
s Cowmplex queries possible witiv Little effort
@ Supporty marny keywords (+ attributes): datoset, site, run, i, ...
@ Supporty boolean expressions and comparison operators
@ Supporty patterns and regulow expressions
s Supporty date stamps
*» Some examples:
o find datuset where site = T2_DE_RWTH
o find datoset where datoset like /BB2ZMuMu. noMAssCut®
o fund datoset where dataset like *Cosmics”* ond release > CMSSW_2_0

o find suwn(fille.sige) where dataset like /BeamHalo?*/RAW

\. Thomas Kress, lll. Institute B



11

A

Show: table with site specific information == _.........

Home - aSearch - Mavigator - R55 - Sites - Runs - Admin - Tools - Help - Contact

Dashboard

DES Discovery Prod Request PhEDEx LiteDE CondDBE Support

Case-sensitivity: | off HELP

ifind dataset where dataset like *BEZMubdu_nokdassCutyRECO ” Search H Feset l

DBS discovery :: Adv. search :: Results

Found 1 processed dataset. Show all “iew results: grid | ml:u:ie Sort

BBZMuMu_noMassCut/CMS5W 1 6_7-CSAD7-1204787696/RECO

Created OF Mar 2002 16:92:58 GMT, contains 2794900 events, 2796 files, 102 block(s), 4.6TH, located at 4 sites s how hidey, LFMs: off, py, plain ,
Felease info , Block info , Run info , Conf files | Farents , Children , Description , PhEDEY , Create ADS | ADS | crab.cfi , ProdReguest

Lacatian Events |Files size LFMs
T2 BR_LIERJ : se-dcache hepgrid uet] br 112000 | 112 [187 0GE |cff plain
T2 CH CS5CS : storagel1.lcg.cscs.ch 2794900 | 27496 4 BTE [cff plain
T2 DE FWTH : grid-srm.physik. reth-aachen. de | 27945900 | 2795 4 BTE [cff plain
T1 UK _RAL . srm-cms.gridpp.rlac. uk 2754900 2?9!?!‘ T - Ls;mw prodrenst heoex sneve condos sumpert

Home - aSearch - Navigator - RS5 - Sites - Runs - Admin - Tools - Help - Contact

L B B e T s B | s

DBS discovery !: MNavigator :: Results i} CRAB configuration file :: dataset=/BB2MuMu_noMassCut
FCMSSW_1_6_7-CSA07-1204787696/RECO

[CRAB]

jobtype
acheduler

CLIST
glitecoll

[CH33T]
datasetpath /BEZMuMu_noMassCut/CHSSW_1_6_7-C3407-1204787696 /RECO

il
1000

Conf .files: important information about e e
e.g. used MC parameters, objects, ... e

crab.cfg: generates Crab config file — 3 ===

1}

[EDG]
b

PrOXY_SErVer

wvirtual organization
retry_count
leg_catalog type
1fc_host

1fc_home

CERN

wyproxy.cern.ch

cns

1]

1fc
1fc-cms-test.cern.ch
Jgrid/cms

RWTH
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DBS Run Search

/store/data/ (or /store/mc/) LFN is mapped to
- transparent internal Tier-2 directory structure
sl st mapping info in site's trivial file catalogue TFC

Honme - aSearch - Navigator - R5S - Sites - Runs - Admin - Too

DBS Discovery

E Dashboard

DBS discovery :: Run search

Data types | Any | LFN (logical file name):
/store/data/PrivCal180/A/000/000/000/RAW/0000/

Primary Dataset |#—\ny V|
E80B1ACE-9E2D-DD11-AF0C-000423D6B358.root
Run ranges 45101  |-{45101 |
| Reset || Find | /store/mc/ for MC
5 Dashboard DES Discovery ProdRequest PhEDEx Site DB Ccond DB Support Lo

Home - aSearch - Hawigator - RS5 - Sibtes - Runs - Admin - Tools - Help - Contact

DBS discovery :: Run search :: Results :: Run information Physicist
For run range 45101-45101 found 2 run,dataset entries
Murnber of rows per page Result page:
found 1 run(s). Run range: 45101-45101. Show PhEDEx infao. Jurmnp to run range: |—| |[ &0 ]
Run Type Ewvents Store Start of run End of run dataset #Files  Size \LFNS Transfer Run Summary Data Cluality
45101 D2k | data ] o ] 0/ PrivCal180-4, 1:907.3 \ cff: emssrm.fnal. goy
fOnline-CMESWY 1 8 0 plain srm.cern.ch
SEAM details
cff wParents
py wharents
fPrivicall80-4 1:887.6 cff srm.cern.ch
fOnline plain
SEAM details
cff wParents
py wParents
Mumber of rows per page Result page:
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Desired Input Dataset Discovered

» Datasets at the Tier-1 sites can not be accessed by Crab user analyses to
protect central work-flows and tape systems

» For the CERN analysis facility (CAF) and other CERN resources there are /
will be soon access restrictions

» For a standard user analysis the sample has to be at one/more Tier-2 sites

(or at ,your CMS/Grid-enabled T-3° if existing and you have access)
o If it iy available at least at one Tier-2, Cral-will find it automatically
@ Otherwise it has to-be replicated from a Tier-1 to-av Tier-2 site
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Phedex

Physics Experiment Data Export

Phedex (based on FTS & SRM) moves/copies/registers/deletes Grid data
Similar to DBS, it has location, information, ... query functionality

E.g. to replicate data from T-0/T-1s to Tier-2 sites for analysis purposes
Someone requests, local Tier data managers approve or deny

Mainly used by responsibles for Tier data transfers of global interest
* Central datw avev -~ DataOps tea

* Physics & Detector group avea— group's dato managers
o Local T-2/3 space area— local/national T-2/3 community data managers

Also you can request a dataset to be replicated into a Tier-2 group or local

T-2 (or sometimes T-3) storage area, after prior consultation with:
o  Local/national Tier representatives
@ Youwr associated detector ov physicy group's data managers or conwenors

&

http://cmsweb.cern.ch/phedex/
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http://cmsweb.cern.ch/phedex/

Phedex Dataset Query

An alternative to a DBS query

DB Instance: Production »»

PhEDEX - ata Transfers Sign in via Cert or vis
Password
Info Activity Cormponents Reports Mot logged in

| Replicas | Subs

Show Cptions

2_DE_RWTH

Name |*BBZMubu*RECO

Columns 085 Sources [T rods vl Files
B ABREMUMU_noMassCut/CMSSW 1 6 F-CSAODT7-1204 Salect all A ERRaRS 2796
Total 2796

O To_cH_CERM_Esport [ T2_cM_Beijing O T2_ruU_JINR O t3_cr.
O] To_cH_CERN_MSS O t2_DE_DESY O 12_ruU_PNPI O 13_cR_
O] T1_cH_CERM_Buffer TZ_DE_RWTH O 12_RU_RRC_KI O 13_6R_
O T1_CH_CERN_MSS I T2_EE_Estaonia O t2_ru_sInp Pl
O] T1_DE_Fzk_Buffer Ol T2_ES_CIEMAT O 12_TrR_METU O 1317
[0 T1_DE_FzK_mMsS O 12_Es_IFCa O] t2_TR_uLaKBIM O 13_Tw
0 11_Es_riC_Ruffer O 12_F1_HIP O t2_1w_Taiwan O 12_ucl
O T1_E5_PIC_Disk O tz_rr_GrIF_IRFY [ T2_ua_KIPT O 13_uk
O 71_E5 PIC_MSS O 12 rr_GrRIF_LAL [ T2_uk_London_Brunel O T3_UK |
O 11_rFr_ccinzers_puffer O T2_FR_GRIF_LLR [ T2_uk_London_IC O 13_uK]
O 1i_Fr_ccivzra_mss O T2 rFR_GRIF_LPNHE [ T2_uk_sGrid_gristal O T3_umi
O T1_IT_cHAF Buffer O T2_FR_IPHC O 12_uk_scrid_ratpe O T3_UsS.
O T1_IT_chaF_mss O t2_Hu_Budapest [ T2_us_caltech O 713_us
O 7i_mw_asce_puffer O T2 IM_TIFR O 12_Us_Florida O Ta_us |

=] 1 1 i m e Ml - -

U http: ffemsdbs . cern.ch/oms/prod/comp/DBS/CGIServer/p

- |
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Production Reguests — Create Reguest — CMS PhEDEx

| + | eht‘tpS:.ff(mEWEb.CEH‘I.Chfphedexfprﬂdfﬂeques[::CrEﬂtE?t'_a’pE=}(fEF

@ |~ Qr Google

[11 Frontier CMS Server PhEDEx Lassi Plan ©CS Lothar's Calendar Apple CDS Agendas - CMS PHP iCalend.. .sionTracker CMS Page

PhEDEx — CMS Data Transfers

Info Activity Data Regquests Components Reports

Overview | Create Request | View/Manage Reguests

New Transfer Request

E-mail: [ifisk@fnal.gov |

DB Instance: Production »»

lan Fisk | Sign out
Logged in via Password

DEBS: [ https: f femsdbsprod.cern.ch:8443 /cms_dbs_prod_global_writer/serviet/DBESServiet

Data Items: JOQCDDiletPtl000to L4000 /fSummer08_IDEAL_V11_redigi_vl-unmerged/GEM-SIM-RECO

SPrimary/Processed fTier
or
SPrimary/Processed /Tier#Block

(Use * as wildcard)

More Help
k= . T —_—
Stinations:

[ T1_FR_CCINZ2P3_MSS [ T2 CH_CSCS [ T3_GR_Demokritos
I T1_Im_CNAF_MSS [ T2_CM_Beijing [ T3_GR_IASA_GR

[ T1_TW_ASGC_MSS # T2_DE_DESY [ T3_GR_1ASA_HG
[ T1_UK_RAL_MSS [ T2_DE_RWTH [ T3_GR_loannina

[ T1_US_FMNAL_MSS [C] T2_EE_Estonia [ T3_Im_Mapoli

[ T2_ES_CIEMAT [ T3_IT_Perugia
- Transfer Type: What's this?

Y P
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Transfer Type: What's this?
Subscription Type: What's this?

Priority: What's this?

Custodial: [ Mon-custodial | ] What's this?

Group: [ undefined $] What's this?

Tm meant |

Groups are listed in pull down
menu.
= DataOps is central data
= The other categories are for physics g1

e Will ask for a group called “Local”

Thomas Kress, lIll. Institute B
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Where to Store Your QOutput ?

» Usually you run your analysis by Crab
» For most purposes the Sandbox is too small, so use Crab's ,stage out" !

For using the Crab default, store your DN in the SiteDB, this maps your job
certificate to /store/user/<HN-name> for the stage out

SiteDB Navigation :: Site Directory - Person Directory — Reports — Resource Pledges - Surveys

https://cmsweb.cern.ch/sitedb/
SiteDB :: Edit Person

Surname Forename Distinguished MName Username
Clinton Bill grids/iClU=Pecple/CN=Bill Clintc clinton
Email Primary Phone Secondary Phone IM Handle
[ 1M Service I—l"
Bill.Clinton@ecern.ch hd
noane:

(" Edit these details )

You have the following site and group roles,
[

RWTH
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Grid User Home Storage Space

Every user gets Grid home storage space /store/user/<HN-name>

s (For 2009) 0.5 -1 TB (t.b-d.) fromthe CMS pledges

o Usually at his/her local/national Tier-2

s Could also-be o ,,CMS Grid capable’ Tier-3 (but only best effort support |)

o Special arrangementy for CERN wsers and wsers without o national T-2 or fully
functinal T -3 awe currently under discussiov

@ The 0.5 -1 TB /store/user/ are the guoranteed resouwrces, some wsers will hawe more
by additional national or local funds, might be spread, over several sites

Contact your local/national Tier representative; for some sites the access to
/store/users/ has to be granted individually

So far storage systems do not have quotas, so Tier-2 admins will review
/store/users/ regularly, but do not overbook without consultation !

In the personal SiteDB a default ,home" Tier-2 is not stored, you have to
specify it (or another site you have access to) in the Crab config file
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Access to /store/user/ Data

» |f Crab registration option is used, data are registered in local-scope DB,
can then be accessed by you and others via further Grid/Crab jobs

» Some T-2 sites allow direct read access e.g. from local desktops

» Not for extensive usage, data can be copied over to local desktop/notebook
by Grid copy commands or by using FileMover

Dashboard DES Discovery DataTransfer SiteDB CondDB Support
PhEDEx Home - FileMover

Hello kress: Request events

https://cmsweb.cern.ch/filemover

Request file via LFN

Request file via dataset/run/event
dataset path or pattern (optional) run event or event range (optional}
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/store/user/ Data Deletion

Crab dataset registration in ,local-scope” DBS (= local instance of CERN
DBS or an DBS instance at a Tier-2) and storing the data at a Tier-2 is
almost fully automized

» A deletion of /store/user/ datasets and cleaning of the corresponding local-

21

scope DBS entries is however not yet possible in a same convenient way
@ Needs knowlege of the Tier-2 local divectory structuwe and the wse of Grid comwmands
(e.g. srm-rm) fromv o UI to-delete the datow o file system level
o Needs priveledges and knowlegde how to-de-register files from a local-scobe DBS
Data at a Tier-2/3 is usually saved on hardware level (e.g. disk Raid) but

usually no backup (or user access to e.g. tape systems at T1 sites)
o It ispossible that /store/user/ datow is Llost inv case of storage system crashes
» Opposite to-Phedex datw (central, groups), for [store/user/ there is no-tool available
to- synchwonige local-scope DB withv storage area
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