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content of this talk
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(Werner+16, KN+15)  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• radiative signatures  
(Yuan+16) 
(see also Yajie’s talk)
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motivation

monitors cosmic sources in the energy ranges
from 100MeV to 10 GeV (hereafter, GeV gamma-
rays) and 18 to 60 keV with good sensitivity and
angular resolution. With the exception of a re-
markable episode in October 2007 (see below)
we obtain, during standard nonactive states, an
average (pulsar + nebula) flux value (14) of
Fg = (2.2 T 0.1) × 10−6 photons cm−2 s−1 in the

range of 100 MeV to 5 GeV, for an average
photon index a = 2.13 T 0.07.

During routine monitoring in spinning mode
in September 2010, a strong and unexpected
gamma-ray flare, from the direction of the Crab
Nebula was discovered (15) by AGILE at ener-
gies greater than 100 MeV. The flare reached its
peak during 19–21 September 2010 with a 2-day

flux of Fg,p1= (7.2 T 1.4) × 10−6 photonscm−2 s−1

(a = 2.03 T 0.18) for a 4.8 SD detection above the
average flux. It subsequently decayed within 2 to
3 days to normal average values (Fig. 1A). This
flare was independently confirmed by the Large
Area Telescope (LAT) on board the FermiGamma-
ray Space Telescope (Fermi) (16, 17), and different
groups obtained multifrequency data in the fol-
lowing days (18). Recognizing the importance of
this event was facilitated by a previous AGILE
detection with similar characteristics.

AGILE detected another remarkable flare
from the Crab in October 2007 (14). The flare
extended for ~2 weeks and showed an interesting
time substructure (Fig. 1B). The peak flux was
reached on 7 October 2007, and the 1-day in-
tegration value was Fg,p2 = (8.9 T 1.1) × 10−6

photons cm−2 s−1 (a = 2.05 T 0.13) for a 6.2 SD
detection above the standard flux.

For both the October 2007 and September
2010 events, there was no sign of variation of the
pulsar gamma-ray signal (19–21) during and
after these flares, as independently confirmed for
the September 2010 event by means of gamma-
ray (22), radio (23), and x-ray analyses (SOM
text). We thus attribute both flares to unpulsed
relativistic shock emission originating in the
nebula.

Here, we focus on the September 2010 flare.
Optical and x-ray imaging (18) show no addi-
tional source in the Crab region during and after
the flare. The flaring giga–electron volt spectrum
is substantially harder than the standard nebular
emission (10–12). Figure 2 shows the high-
resolution (arcsecond) optical and x-ray images
of the nebula obtained 1 to 2 weeks after the flare
by the Chandra Telescope and the Hubble Space
Telescope (HST). A few nebular brightened
features are noticeable in both images. The first
one is the optical and x-ray anvil feature close to
the base of the pulsar jet, which is a primary site
of shocked particle acceleration in the inner neb-

Fig. 1. Crab Nebula light curves of the total flux detected by AGILE in the energy
range of 100 MeV to 5 GeV during the gamma-ray flaring periods in 2007 and
2010 (units of 10−8 photons cm−2 s−1). (A) The “spinning” AGILE photon flux
light curve during the period 2 September to 8 October 2010. Time bins are 2.5
days except near the flare peak (2-day binning). Errors are 1 SD, and time is given

in Modified Julian Day (MJD). The dotted line and gray band show the average
Crab flux and the 3 SD uncertainty range. (B) The AGILE light curve during the
period 27 September to 12 October 2007 (1-day binning) with the satellite in
pointing mode. Errors are 1 SD. Time is given in MJD. The dotted line and gray
band show the average Crab flux and the 3 SD uncertainty range.

Fig. 2. HST and Chandra im-
aging of the Crab Nebula
after the September 2010
gamma-ray flare. (Top left)
Optical image of the inner
nebula region (approximately
28′′ by 28′′; north is up, east
on the left) obtained by the
Advanced Camera for Surveys
(ACS) instrument on board the
HST on 2 October 2010. ACS
bandpass, 3500 to 11,000 Å.
The pulsar position is marked
with a green arrow in all pan-
els. White arrows in all panels
mark interesting features as
compared with archival data.
(Top right) The same region
imaged by the Chandra Ob-
servatory Advanced CCD Im-
aging Spectrometer (ACIS)
instrument on 28 September
2010 in the energy range of
0.5 to 8 keV (level-one data). The pulsar does not show in this map and below because of pileup.
(Bottom left) Zoom of the HST image (approximately 9′′ by 9′′), showing the nebular inner region,
and the details of the anvil feature showing a ring-like structure at the base of the South-East jet
off the pulsar. “Knot 1” at 0.6′′ southeast from the pulsar is saturated at the pulsar position. Ter-
minology is from (6). (Bottom right) Zoom of the Chandra image, showing the x-ray brightening of the
anvil region and the correspondence with the optical image. Analysis of the features marked A, B, and
C gives the following results in the energy range of 0.5 to 8 keV for the flux F, spectral index a, and
absorption NH (quoted errors are statistical at the 68% confidence level): Feature A: flux F = (48.5 T
8.7) × 10−12 erg cm−2 s−1, a =1.76 T 0.30, and NH = (0.36 T 0.05) × 1022 atoms cm−2; Feature B: flux F =
(26.6 T 5.9) × 10−12 erg cm−2 s−1, a = 1.76 T 0.41, and NH = (0.34 T 0.05) × 1022 atoms cm−2; Feature C:
flux F = (25.3 T 5.9) × 10−12 erg cm−2 s−1, a = 1.46 T 0.36, and NH = (0.34 T 0.04) × 1022 atoms cm−2.
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Figure 12. The flow structure near the termination shock in the axisymmetric model B2Dvhr at the time t=100 years from the start
of the simulations. Left panel: The colour image shows the generalised magnetisation, log

10

�

s

. The “momentary” stream lines show
how the flow originating in the magnetized polar region becomes focussed back towards the axis to form the jet. One can also see the
jet backflow which provides additional compression of the termination shock. The red line shows the position of the termination shock
whereas the magenta line shows the equatorial current sheet. Right panel: As in the left panel but for the very inner region. This plot
also shows the computational grid. This illustrates the grid refinement at the termination shock and towards the origin. Note that the
scale of this image is 100 times smaller than the radius of the initial nebula bubble.
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Figure 10. Field lines in the high resolution run B3Dhr at t =
50 years. The lines are coloured according to their orientation,
sections with dominating azimuthal component being blue and
those with dominating poloidal component red. In order to trace
both the inner and the outer structure, the seed points of the field
line integration are randomly placed on two spheres with radii of
4 ⇥ 1017 cm and 1.2 ⇥ 1018 cm. The surface of the termination
shock is also shown, using the magenta contour.

ability of the “sprite” feature, which is located at the base
of the Crab’s X-ray jet (Hester et al. 2002).

If indeed the disruption of the beam follows its re-
collimation then its maximal propagation length should be

influenced by the opening angle of the unstriped region of
the pulsar wind (see equation (54). We investigate this by
comparing the simulation C3D featuring ↵ = 45� with the
simulation D3D which has ↵ = 10�. Both these runs are
highly magnetised in the polar region (�

0

= 3). Figure 14
shows log

10

� for these two cases, in the x = 0 plane, as
well as the momentary stream lines of the velocity vector
field (black lines) and the termination shock (red contour).
From these images, it becomes clear that there is no precise
“recollimation point” – each flow line tends to hit the axis
at a di↵erent point, more distant for higher initial opening
angle. In both cases, the polar beam becomes rapidly unsta-
ble leading to a cork-screw with an opening angle of roughly
10�. As to the di↵erences between these solutions, one can
see that the D3D model has a somewhat larger magnetically
dominated central region, especially when compared to the
equatorial radius of the shock. The magnetisation of this re-
gion is higher too. Finally, the shape of its termination shock
resembles a bird’s beak, as its radius increases rapidly after
entering the narrow striped wind zone (figure 14).

The plume is formed via axial collimation of the flow
lines originating in the striped wind zone. In the otherwise
turbulent nebula body, this “plume” sustains a directed flow
for at least ⇠ 6 shock radii until it eventually fragments and
dissolves (see figure 15). It can visually be identified in iso-
contours of velocity with |u

z

| = 1/3c surrounding a faster
spine that occasionally exceeds 0.7c. This is consistent with
observations of Vela and Crab, supporting a pattern speed
of 0.3 � 0.7 c for Vela (Pavlov et al. 2003) and ⇠ 0.4c in
the case of Crab (Hester et al. 2002). In the simulations,
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Fig. 1.—Integral flux above 200 GeV observed from PKS 2155!304 on
MJD 53,944 vs. time. The data are binned in 1 minute intervals. The horizontal
line represents I(1200 GeV) observed (Aharonian et al. 2006) from the Crab
Nebula. The curve is the fit to these data of the superposition of five bursts
(see text) and a constant flux.

Fig. 2.—Fourier power spectrum of the light curve and associated mea-
surement error. The gray shaded area corresponds to the 90% confidence in-
terval for a light curve with a power-law Fourier spectrum . The!2P ∝ nn

horizontal line is the average noise level (see text).

AGNs known as blazars. As a result, blazar variability studies
are crucial to unraveling the mysteries of AGNs. Over a dozen
blazars have been detected so far at very high energies (VHEs).
In the southern hemisphere, PKS 2155!304 is generally the
brightest blazar at these energies and is probably the best studied
at all wavelengths. The VHE flux observed (Aharonian et al.
2005a) from PKS 2155!304 is typically of the order ∼15% of
the Crab Nebula flux above 200 GeV. The highest flux previously
measured in one night is approximately 4 times this value, and
clear VHE-flux variability has been observed on daily timescales.
The most rapid flux variability measured for this source is 25
minutes (Aharonian et al. 2005b) occurring at X-ray energies. The
fastest variation published from any blazar, at any wavelength, is
an event lasting∼800 s, where the X-ray flux fromMrk 501 varied
by 30% (Xue & Cui 2005),30 while at VHEs doubling timescales
as fast as ∼15 minutes have been observed fromMrk 421 (Gaidos
et al. 1996).
The High Energy Stereoscopic System (H.E.S.S.; Hinton

2004) is used to study VHE g-ray emission from a wide variety
of astrophysical objects. As part of the normal H.E.S.S. ob-
servation program, the flux from known VHE AGNs is mon-
itored regularly to search for bright flares. During such flares,
the unprecedented sensitivity of H.E.S.S. (5 standard deviation,
j, detection in ∼30 s for a Crab Nebula flux source at 20!
zenith angle) enables studies of VHE flux variability on time-
scales of a few tens of seconds. During the 2006 July dark
period, the average VHE flux observed by H.E.S.S. from PKS
2155!304 was more than 10 times its typical value. In par-
ticular, an extremely bright flare of PKS 2155!304 was ob-
served in the early hours of 2006 July 28 (MJD 53,944). This
article focuses solely on this particular flare. The results from
other H.E.S.S. observations of PKS 2155!304 from 2004
through 2006 will be published elsewhere.

2. RESULTS FROM MJD 53,944

A total of three observation runs (∼28 minutes each) were
taken on PKS 2155!304 in the early hours31 of MJD 53,944.

30 Xue & Cui (2005) also demonstrate that a 60% X-ray flux increase in
∼200 s observed (Catanese & Sambruna 2000) from Mrk 501 is likely an
artifact.

31 The three runs began at 00:35, 01:06, and 01:36 UTC, respectively.

These data entirely pass the standard H.E.S.S. data-quality se-
lection criteria, yielding an exposure of 1.32 hr live time at a
mean zenith angle of 13!. The standard H.E.S.S. calibration
(Aharonian et al. 2004) and analysis tools (Benbow 2005) are
used to extract the results shown here. As the observed signal
is exceptionally strong, the event-selection criteria (Benbow
2005) are performed using the “loose cuts,” instead of the
“standard cuts,” yielding an average postanalysis energy thresh-
old of 170 GeV. The loose cuts are selected since they have a
lower energy threshold and higher g-ray and background ac-
ceptance. The higher acceptances avoid low-statistics issues by
estimating the background and significance on short timescales,
thus simplifying the analysis. The on-source data are taken from
a circular region of radius centered on PKSv p 0.2!cut
2155!304, and the background (off-source data) is estimated
using the “Reflected-Region” method (Berge et al. 2007).
A total of 12,480 on-source events and 3296 off-source

events are measured with an on-off normalization of 0.215.
The observed excess is 11,771 events (∼2.5 Hz), corresponding
to a significance of 168 j calculated following the method of
equation (17) in Li & Ma (1983). It should be noted that use
of the standard cuts also yields a strong excess (6040 events,
159 j) and results (i.e., flux, spectrum, variability) consistent
with those detailed later.

2.1. Flux Variability

The average integral flux above 200 GeV observed from PKS
2155!304 is I(1200 GeV) p (1.72" 0.05 " 0.34 )#stat syst

cm s , equivalent to ∼7 times the I(1200 GeV) observed!9 !2 !110
from the Crab Nebula ( ; Aharonian et al. 2006). Figure 1ICrab
shows I(1200 GeV), binned in 1 minute intervals, versus time.
The fluxes in this light curve range from to ,0.65I 15.1ICrab Crab
and their fractional rms variability amplitude (Vaughan et al.
2003) is . This is ∼2 times higher than ar-F p 0.58" 0.03var
chival X-ray variability (Zhang et al. 1999, 2005). The Fourier
power spectrum calculated from Figure 1 is shown in Figure 2.
The error on the power spectrum is the 90% confidence interval
estimated from simulated light curves. These curves are410
generated by adding a random constant to each individual flux
point, where this constant is taken randomly from a Gaussian
distribution with a dispersion equal to the error of the respective
point. The average power expected when the measurement error
dominates is shown as a dashed line (see the Appendix in
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minute-scale γ-ray variability in AGNs
MINUTE-TIMESCALE γ-RAY VARIABILITY OF QUASAR 3C 279 IN 2015 JUNE 7

Figure 2. Light curves of 3C 279 above 100 MeV with minute-timescale intervals. (a): Intervals of 5 min (red) and 3 min (green) during the outburst phase
from Orbits B–J. (b): Enlarged view during Orbits C and D. Each range is indicated with dotted vertical lines in (a). The points denote the fluxes (left axis), and
the gray shaded histograms represent numbers of events (right axis) detected within 8◦ radius centered at 3C 279 for each bin. Contamination from both diffuse
components were estimated as ∼ 1 photon for each 3-min bin.

Figure 3. Power Density Spectrum (PDS) of the γ-ray flux of 3C 279. (left) PDS derived from three different time-binned light curves: 3 days (red and
magenta), orbital period (blue) and 3 min (green). The PDS’s marked in red and magenta were derived using the first and second halves of the first 7-year
Fermi-LAT observation, respectively. The second half of the interval contains the giant outburst phase in 2015 June. (right) Enlarged view of the high-frequency
part of the PDS, based on 3-min binned light curves, plotted using a linear scale and including also the highest frequencies. The white noise level has been
subtracted.

November 2012, the mean flux above 300 GeV was
ð6:08 T 0:29Þ # 10−11 cm−2s−1; that is, four times
higher than the highest flux during previous
observations in 2009/2010. The measured spec-
trum (Fig. 3) can be described by a simple power
law with a differential photon spectral index of
G ¼ 1:90 T 0:04stat T 0:15syst in the energy range
of 70 GeV to 8.3 TeV (table S2). Owing to its prox-
imity, the spectrum of IC 310 is only marginally
affected by photon-photon absorption in collisions
with the extragalactic background light (EBL).
IC 310 harbors a supermassive black hole with

a mass of M ¼ ð3þ4
−2 Þ # 108Msun (section S1.1),

corresponding to an event horizon light-crossing
time of DtBH ¼ ð23þ34

−15 Þ min. The mass has been
inferred from the correlation of black hole
masses with the central velocity dispersion of
their surrounding galaxies (29, 30). The reported
errors are dominated by the intrinsic scatter of
the distribution. The same value of the mass is
obtained from the fundamental plane of black
hole activity (31). The scatter in the fundamental
plane for a single measurement is larger and
corresponds to a factor of e7:5.
During 3.7 hours of observations, extreme var-

iabilitywithmultiple individual flareswas detected
(Fig. 4 and figs. S3 and S4). The flare has shown
the most rapid flux variations ever observed in
extragalactic objects, comparable only to those
seen in Mrk 501 and PKS 2155-304. A conserva-
tive estimate of the shortest variability time scale
in the frameof IC 310 yieldsDt=ð1þ zÞ ¼ 4:8min.
It is the largest doubling time scale with which
the rapidly rising part of the flare can be fitted
with a probability > 5% (fig. S4). The light curve
also shows pronounced large-amplitude flicker-
ing characterized by doubling time scales down
to Dte1 min. The conservative variability time
scale corresponds to 20% of the light travel time
across the event horizon, or 60% of it, allowing
for the scatter in the dynamical black hole mass
measurement.
From the absence of a counter radio jet and

the requirement that the proper jet length does
not exceed the maximum of the distribution of
jet lengths in radio galaxies, the orientation an-
gle was found to be in the range q ~ 10° to 20°
(section S1.2), and the Doppler factor consistent
with d ≈ 4 (32). These values put IC 310 at the
borderline between radio galaxies and blazars.
The jet power estimated from observations of the
large-scale radio jet is Lj ¼ 2# 1042 erg s−1, as-
suming that it contains only electrons, positrons,
andmagnetic fields in equipartition of their energy
densities (section S1.3). For a radiative efficiency
of 10%, the Doppler-boosted average luminosity
of the jet emission amounts to 0:1d4Lj ≈ 5# 1043

erg s−1, which is close to the one observed in very
high-energy gamma rays. For de4, the variability
time scale in the co-moving frame of the jet,
where it should be larger than GjDtBH, is actually
close to DtBH (Fig. 1). A very high value of the
Doppler factor is required to avoid the absorption
of the gamma rays due to interactions with
low-energy synchrotron photons, inevitably co-
produced with the gamma rays in the shock-in-
jet scenario. The optical depth to pair creation by

thegammarays canbeapproximatedby tggð10 TeVÞ
e300ðd=4Þ

−6ðDt=1minÞ−1ðLsyn=1042ergs−1Þ.Adopt-
ing a nonthermal infrared luminosity of e1% of
the gamma-ray luminosity during the flare, the
emission region would be transparent to the
emission of 10-TeV gamma rays only if d ≳ 10.

For the range of orientation angles inferred from
radio observations, the Doppler factor is con-
strained to a value of d < 6 (Fig. 1). One can spec-
ulate whether the inner jet, corresponding to
the unresolved radio core, bends into a just-right
orientation angle to produce the needed high
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• stochastic 

• power-law PDS 

• index ~1.5 

• no QPOs 

• no minimum 
timescale
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Figure 15. Top: average power density spectrum (PDS) for the nine brightest
FSRQs. White noise level based on light curve error estimates has been
subtracted. The error bars are asymmetric 1σ errors of the mean. Our best-
fit estimate is a PDS slope of 1.4 ± 0.1. Lower: a comparison of the averaged
PDS for three sets of sources, the 9 bright FSRQs from the upper plot (solid
line), the 6 brightest BL Lac’s (dotted line) and 13 additional FSRQs with
TS > 1000 (dashed line). Best-fit slope for the BL Lac and fainter FSRQs is
1.7 ± 0.3 and 1.5 ± 0.2, respectively.

We also defined the following parameter to describe the
symmetry of the flares:

ξ = Td − Tr

Td + Tr

, (10)

which spans between −1 and 1 for completely right and left
asymmetric flares, respectively.

The value of ξ can provide a useful indication of the physical
evolution of the flare. Those having a marked asymmetric profile
can be explored in terms of a fast injection of accelerated
particles and a slower radiative cooling and/or escape from the
active region. Symmetric flares, with or without a long standing
plateau, can be related to the crossing time of radiation (or
particles) through the emission region or can be the result of
the superposition of several episodes of short duration. The
ξ parameter is used to define three different classes of flares:
(1) symmetric flares where −0.3 < ξ < 0.3, (2) moderately
asymmetric flares when −0.7 < ξ < −0.3 or 0.3 < ξ < 0.7,
and (3) markedly asymmetric flares when −1.0 < ξ < −0.7 or
0.7 < ξ < 1.0. The parameters are listed in Table 2, and their
distributions are shown in Figure 17.

We also calculated the weighted mean of these parameters to
study the general properties of the time profiles of gamma-
ray flares. We obtain ⟨ξ ⟩ = −0.084 ± 0.009 and ⟨Tfl⟩ =
11.87 ± 0.12. Looking at the results of the fitting procedure and
the weighted means we can see that the list of brighter sources
shows two different types of temporal profiles: the sources with
a stable baseline with a sporadic flaring activity and the sources
with a strong activity with complex and structured features.
Based on our analysis we can put 3C 66A, PKS 0426−380,
S4 0917+44, and PKS 0454−234 in the first class of objects
and 3C 279, 3C 273, 3C 454.3, PKS 1502+106, AO 0235+164,
and PKS 1510−08 in the second one, while no evidence of
very asymmetric profiles is found. In Figure 16, we report cases
of both classes to show the different time profiles. Note that
for the majority of events the uncertainties on ξ are small;
however, for a few flares of 3C 66A, AO 0235+164, and PKS
0454−23, the resulting asymmetries are not safely estimated. In
fact, despite their large values the occurrence of symmetricity
in moderately asymmetric profiles cannot be excluded within 1
standard deviation.

We found only four markedly asymmetric flares: for 3C 66A
(DoY 2008 260 ξ = 0.73 ± 0.30), 3C 273 (DoY 2008 340 and
445, ξ = 0.88 ± 0.04 and ξ = −0.76 ± 0.04, respectively), and
PKS 1502+106 (DoY 2008 305, ξ = −0.71±0.12), where two
of them have rise times longer than the decays. In the case of
3C 66A, the flare was rather short and the resulting uncertainty
on ξ is large; therefore no firm conclusion on its shape can be
established. The two flares of 3C 273 clearly exhibit different
profiles. Note that the highest point of flare at epoch 340 is
well above the fitting curve implying the possibility of an even
higher value of ξ , whereas the subsequent and much longer flare
(DoY 2008 445), which has a very well established negative
asymmetry, may be due to confusion because of the partial
superposition of low amplitude and short events, not individually
detectable. 3C 273 also exhibited a couple of exceptional flares
in 2009 September (Abdo et al. 2010f) in which it reached a very
high level, and the light curves were very finely sampled. In both
episodes rise times were shorter than the subsequent decays.
Similarly, PKS 1502+106 exhibited a markedly asymmetric
outburst in 2008 August, resolved with a daily binning (Abdo
et al. 2010d).

7. SUMMARY AND CONCLUSIONS

Gamma-ray light curves (Figures 1 and 2) and variability
properties of the 106 LBAS blazars (0FGL list; Abdo et al.
2009a, 2009b) collected during the first 11 months of the all-
sky survey by Fermi LAT are presented. This represents a first
systematic study of gamma-ray variability over a consistent set
of homogeneously observed blazars.

The light curves of 84 of these sources have at least 60% of the
47 weekly bins with flux detection of TS > 4 (!2σ ), and 56 have
also a significant excess variance (Table 1). The low gamma-
ray brightness states interposed among the flares are studied,
for the first time as well, and high flux states do not exceed
1/4 of the total light curve range (most sources being active in
periods shorter than 5% of the total light curve duration). FSRQs
and LSP/ISP BL Lac objects showed the largest variations, as
expected, with the high energy SED component peaked at MeV
and GeV bands. HSP BL Lac object shows lower variability
(with remarkable exception of ON 325), and their emission is
persistent, easily detected in all the weeks of the considered
period, and also because of their smaller redshift (Section 3).

gamma-ray variability of blazars
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Figure 2. Top panel: SF of the 3 hr bin flux light curve for the period MJD 55,140–55,260 and corresponding PDS (inset). Bottom panel: plane contour plot of
the continuous Morlet wavelet transform power density for the same light curve. Thick black contours are the 90% confidence levels of true signal features against
white/red noise background, and cross-hatched regions represent the “cone of influence,” where spurious edge effects become important.
(A color version of this figure is available in the online journal.)

3C 454.3 can be seen as a short-term realization of a stochastic
mechanism, where structures that are resolved in shorter obser-
vations are simply averaged out in long observations, and where
big outbursts correspond to statistical tails of the same process.

The CWT in Figure 2 provides a local and detailed time series
analysis, through the two-dimensional energy density function
(modulus of the transform, filled color contour) computed
using a Morlet waveform, providing the best tradeoff between
localization and period/frequency resolution. For timescales
below 1 d no local peaks are found, although some marginal
features in this time range are found during the outburst state.
The big outburst of 2009 December is, in fact, localized and
decomposed in a chain of well-defined power CWT peaks. The
6.5 d timescale is confirmed by the major peak out of the cone
of influence (localized at about MJD 55,166, i.e., the onset
of the outburst, MJD ∼ 55,166.2–55,172). A second energetic
peak in this period is found at about 2.5 d manifesting another
dominating timescale during the outburst, while in the second

period of the outburst two minor power peaks at about 19 hr and
1.3 d are also visible. Based on this CWT local analysis, there
is no evidence for structure on timescales shorter than about
12 hr but shorter timescales close to the sampling scale cannot
be ruled out.

The 1 GeV daily light curve, shown in Figure 3 (top),
closely resembles the 100 MeV light curve, hinting at little
spectral variability. This behavior is confirmed by the very
limited variation of the photon spectral index measured at
E > E1 = 163 MeV, displayed in Figure 3 (bottom) by the
daily average photon index (open blue symbols) as well as the
weekly averaged ones (solid black points). The near constancy
of the spectrum is in accord with the results found from the 2008
July flare and the first 6 months of LAT data (Abdo et al. 2009,
2010d).

The variation of the amplitude of the weekly photon indices is
only ∆Γ = 0.35 (varying between 2.35 and 2.7) during the period
under consideration, but the variation is statistically significant.

sample average 
Abdo et al. (2010)

3C 454.3 
Ackermann et al. (2010)
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3C 279, Hayashida et al. (2012)
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Fig. 10. The average SED of the blazars studied by Fossati et al. (1998), including the average values of the hard X–ray spectra.
The thin solid lines are the spectra constructed following the parameterization proposed in this paper.

luminosities at 4.47 keV (the logarithmic mid point be-
tween 2 and 10 keV).

The continuous lines in Fig. 10 correspond to a simple
parametric model derived by the one introduced by Fossati
et al. (1998). We introduce minor modifications, adopted
both to better represent our data at small luminosities
and to follow a more physical scenario, in which the low
power HBLs can be described by a pure synchrotron–self
Compton model (see e.g. Ghisellini et al. 1998). We re-
mind the reader here of the key assumptions of the F98
parametric model:

• The observed radio luminosity LR = (νLν)|5 GHz is as-
sumed to be linearly proportional to the bolometric lu-
minosity, and related to the location of the synchrotron
peak through:

νs ∝ L−η
R (1)

Table 4. Average values of the X–ray luminosity at 4.47 keV
(νLν values) and average 2–10 keV spectral indices, for the
sources in common with Fossati et al. (1998), for each radio
luminosity bin.

< log νrLνr > < log νxLνx > Nsources αx

@4.47 keV 2–10 keV

<42 44.2 12 1.39 ± 0.21

42–43 44.5 5 1.19 ± 0.21

43–44 44.9 6 0.95 ± 0.11

44–45 45.8 6 0.68 ± 0.02

>45 47.0 11 0.58 ± 0.06

where η = 1.8 for LR < 3 × 1042 erg s−1 and η = 0.6
for LR > 3 × 1042 erg s−1.

Fossati et al. (1998) 
Donato et al. (2001)
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field can be larger, but the corresponding Poynting flux does not
dominate the energetics).

The simplest option is thus that also for low-luminosity blazars the
jet power is dominated by the contribution due to the bulk motion
of protons, with the possibility that in these sources a significant
fraction of it is efficiently transferred to leptons and radiated away.

4.3 The blazar sequence

The dependence of the radiative regime on the source power can be
highlighted by directly considering the random Lorentz factor γ peak

of leptons responsible for both peaks of the emission (synchrotron
and inverse Compton components) as a function of the comoving
energy density U = UB + Ur (top panel of Fig. 6). Ur corresponds
to the fraction of the total radiation energy density available for
Compton scattering in the Thomson regime. In powerful blazars
this coincides with the energy density of synchrotron and broad-line
photons, while in TeV BL Lacs it is a fraction of the synchrotron
radiation.

The figure illustrates one of the key features of the blazar se-
quence, offering an explanation of the phenomenological trend be-
tween the observed bolometric luminosity and the SED of blazars,
as presented in Fossati et al. (1998) and discussed in G98 and G02.
The inclusion here of TeV BL Lacs confirms and extends the γ peak–
U relation towards high γ peak (low U). The sequence appears to
comprise two branches: the high-γ peak branch can be described as

Figure 6. Top panel: The blazar sequence in the plane γ peak–U (U = Ur +
UB). The dashed lines corresponding to γ peak ∝ U−1 and γ peak ∝ U−1/2 are
not formal fits, but guides to the eye. Bottom panel: The blazar sequence in
the plane γ peak–Ljet, where Ljet is the sum of the proton, lepton and magnetic
field powers. Again, the dashed line γ peak ∝ L−3/4

jet is not a formal fit. Symbols
are as in Fig. 4.

γ peak ∝ U−1, while below γ peak ∼ 103 the relation seems more
scattered, with objects still following the above trend and others
following a flatter one, γ peak ∝ U−1/2.

The steep branch can be interpreted in terms of radiative cooling:
when γ c > γ inj, the particle distribution presents two breaks: below
γ injN(γ ) ∝ γ −1, between γ inj and γ cN(γ ) ∝ γ −(n−1) (which is the
slope of the injected distribution s = n − 1), and above γ cN(γ ) ∝
γ −n . Consequently, for n < 4, the resulting synchrotron and inverse
Compton spectral peaks are radiated by leptons with γ peak = γ c

given by

γc = 3
4σTU#R′ , (7)

thus accounting for the steeper correlation. The scatter around the
correlation is due to different values of #R′ and to sources requiring
n > 4, for which γ peak = γ inj (see Table A1).

When γ c < γ inj, instead, all of the injected leptons cool in the
time tinj = #R′/c. If n < 4, γ peak coincides with γ inj, while it is still
equal to γ c when n > 4. This explains why part of the sources still
follow the γ peak ∝ U−1 relation also for small values of γ peak.

The physical interpretation of the γ peak ∝ U−1/2 branch is instead
more complex, since in this case γ peak = γ inj, which is a free pa-
rameter of the model. As discussed in G02, one possibility is that
γ inj corresponds to a pre-injection phase (as envisaged for internal
shocks in γ -ray bursts). During such phase leptons would be heated
up to energies at which heating and radiative cooling balance. If the
acceleration mechanism is independent of U and γ , the equilibrium
is reached at Lorentz factors γ ∝ U−1/2, giving raise to the flatter
branch.

The trend of a stronger radiative cooling reducing the value of
γ peak in more powerful jets is confirmed by considering the direct
dependence of γ peak on the total jet power Ljet = Lp + Le + LB. This is
reported in the bottom panel of Fig. 6. The correlation approximately
follows the trend γ peak ∝ L−3/4

jet and has a scatter comparable to that
of the γ peak–U relation.

4.4 The outflowing mass rate

The inferred jet powers and the above considerations supporting the
dominant role of Lp allow to estimate a mass outflow rate, Ṁout,
corresponding to flaring states of the sources, from

Lp = Ṁout$c2 → Ṁout = Lp

$c2
≃ 0.2

Lp,47

$1

M⊙
yr

. (8)

A key physical parameter is given by the ratio between Ṁout and
the mass accretion rate, Ṁin, that can be derived by the accretion
disc luminosity: Ldisc = ηṀinc2, where η is the radiative efficiency:

Ṁout

Ṁin
= η

$

Lp

Ldisc
= 10−2 η−1

$1

Lp

Ldisc
. (9)

Rawlings & Saunders (1991) argued that the average jet power
required to energize radio lobes is of the same order of the accretion
disc luminosity as estimated from the narrow lines emitted following
photoionization (see also Celotti, Padovani & Ghisellini 1997, who
considered broad lines to infer the disc emission). Here jet powers in
general larger than the accretion disc luminosity have been instead
inferred: for powerful blazars with broad emission lines the esti-
mated ratio Lp/Ldisc is of the order of 10–100 (see Table A2). As in
these systems typically $ ∼ 15 and for accretion efficiencies η ∼ 0.1,
inflow and outflow mass rates appear to be comparable during flares.

A challenge for the γ -ray satellite GLAST will be to reveal
whether low-quiescent states of activity correspond to episodes of

C⃝ 2008 The Authors. Journal compilation C⃝ 2008 RAS, MNRAS 385, 283–300

Celotti & Ghisellini (2008)



magnetization of jets
• Compton dominance  

q = LIC / Lsyn = urad’ / uB’ 

• urad’ ~ ue’, hence q σ ~ 1 

• observations indicate that  
q ~ 0.5-100, hence σ < 1 

• equipartition expected for 
emitting region in relativistic 
reconnection  
(Sironi, Petropoulou & 
Giannios 2015)
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Fig. 27.— Top: Compton dominance as a function of peak synchrotron position. Red: FSRQs,

blue: BL Lacs, magenta: z>1 HSP-BL Lacs. Bottom: same for BCUs.

Compton dominance and blazar sequence

Krzysztof Nalewajko

May 2, 2016

Abstract

I study the distribution of the Compton dominance in blazars including FSRQs and BL Lacs. Blazar
sequence predicts that the most luminous FSRQs are strongly Compton dominated. But most studies of
the blazar sequence focus on the distribution of peak synchrotron frequency, ignoring the distribution of
Compton dominance vs. synchrotron luminosity, or equivalently the synchrotron vs. inverse-Compton
luminosities.

Here I compare two approaches to the problem. One is the method adopted by Finke (2013), which
uses simplified SED fitting to multiwavelength data. The second method depends on the WISE mid-IR
data for the synchrotron luminosity and Fermi/LAT gamma-ray data for the IC luminosity.

I try to address the following questions: 1) what is the distribution of the Compton dominance,
and what determines its value; 2) what are the highest synchrotron luminosities observed in blazars; 3)
are there luminous FSRQs with low Compton dominance (q < 1), that could indicate dissipation in a
strongly magnetized jet (cf. Janiak et al. 2015).

Finke sample Finke (2013) studies a sample of 195 FSRQs and 145 BL Lacs taken from the 2LAC catalog
(2-year Fermi/LAT AGN catalog). He estimates the values of νsyn,peak, Lsyn and LIC by fitting simplified
2-component SEDs to the multiwavelength data. A similar method is used in other studies (2LAC, 3LAC,
Giommi, Meyer). The quality of this method depends on the quality of the data, which for most blazars
are still rather poor. Below I plot the distribution of Lsyn vs. LIC for the Finke sample. The red lines
indicate q = LIC/Lsyn = 0.1, 1 (solid), 10, 100.
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summary: astrophysical motivation

• rapid γ-ray and X-ray variability: 
blazars (PKS 2155-304, 3C 279)  
misaligned AGNs (IC 310) 
Galactic Center (Sgr A*)  
pulsar wind nebulae (Crab) 

• theoretical challenges: 
sub-horizon time scales  
γ-ray opacity  
in situ particle acceleration  
acceleration limited by radiative cooling



reconnection 
in Harris-type 
current layers

Werner, Uzdensky, Cerutti, KN & Begelman (2016, ApJ, 816, L5) 
KN, Uzdensky, Cerutti, Werner & Begelman (2015, ApJ, 815, 101)



relativistic magnetic reconnection from Harris-type layers
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the evolution of the particle energy as a function of time
(d) and energy as a function of the x position (e), re-
spectively. Each period corresponding to that in (a)-(c)
is labeled by the same color. The green curve represents
the energy gain in the parallel electric field integrated
from t = 0. Initially the particle is close to the central
layer and gains energy by the parallel electric field. It is
then strongly accelerated by perpendicular electric field
when the reconnection region breaks into multiple islands
and the electric field is mostly the motional electric field
E = �V⇥B/c generated by relativistic plasma outflows.
The figure also shows that the acceleration by E? resem-
bles a Fermi process by bouncing back and forth within
a magnetic island.

Figure 5 presents another view of the particle accel-
eration physics. It is similar to Figure 4, but the field
contours show the outflow speed to highlight the role of
V

x

in the particle’s energization. This clearly illustrates a
relativistic first-order Fermi process by bouncing in out-
flow regions of the reconnection layer. Note the energy
gain from the parallel electric field for this sample par-
ticle is negligible since it entered the reconnection layer
longer after the development of multiple plasmoids.

In Figure 6, we present more analysis for the mecha-
nism of particle acceleration. Panel (a) shows the energy
as a function of the x-position of four accelerated parti-
cles. Similar to Figure 5, the electrons gain energy by
bouncing back and forth within the reconnection layer.

We have analyzed trajectories of a large number of par-
ticles and found the energy gain for each cycle is �" ⇠ ",
which demonstrates that the acceleration mechanism is a
first-order Fermi process (Drake et al. 2006, 2010; Kowal
et al. 2011). Panel (b) shows the maximum particle en-
ergy in the system as a function of time. This is plot-
ted using di↵erent count level from the 1-particle level
to the 1000-particle level. Also plotted is the estimated
maximum energy resulting from the reconnecting electric
field by assuming particles moving along the electric field
at the speed of light

R
|qE

rec

|cdt. This shows that the
maximum possible energy occurs for a small number of
particles that continuously sample the reconnection elec-
tric field m

e

c

2
�

max

=
R

|qE
rec

|cdt. At late time, as the
particle gyroradius becomes large and comparable to the
system size, the maximum energy saturates. To show
the Fermi process more rigorously, we have tracked the
energy change for all the particles in the simulation and
the relative contributions arising from the parallel elec-
tric field (m

e

c

2�� =
R

qvkEkdt) and curvature drift ac-
celeration (m

e

c

2�� =
R

qv
curv

·E?dt) similar to (Dahlin
et al. 2014), where v

curv

= �v

2
k(b ⇥ (b · r)b)/⌦

ce

, vk is
the particle velocity parallel to the magnetic field, and
b = B/|B|. Panel (c) shows the averaged energy gain
and the contribution from parallel electric field and cur-
vature drift acceleration over an interval of 25!

�1
pe

as a
function of energy starting at !

pe

t = 350. The energy
gain follows �" ⇠ ↵", confirming the first-order Fermi

2

Fig. 1.— Structure of the reconnection layer at !pt = 3000 (so, !ct ⇠ 104), from a 2D simulation of � = 10 reconnection. The box
extends along x over ⇠ 6550 c/!p (65536 cells), and along y over ⇠ 6000 c/!p (⇠ 60000 cells), but along y it will expand even more at
later times (we only show a subset of the domain along y). We present (a) particle density, in units of the density far from the sheet (with
overplotted magnetic field lines), (b) magnetic energy fraction ✏B = B

2
/8⇡mnc

2 and (c) mean kinetic energy per particle.

tivistic reconnection in 2D and 3D. The reconnection
layer is set up in Harris equilibrium, with the mag-
netic field B = �B

0

x̂ tanh(2⇡y/�) reversing at y = 0.
The field strength is parameterized by the magnetization
� = B

2

0

/4⇡mnc

2 = (!c/!p

)2, where !c = eB

0

/mc is the
Larmor frequency and !

p

=
p

4⇡ne2/m is the plasma
frequency for the electron-positron plasma outside the
layer. We focus on the regime � � 1 of relativistic re-
connection. The magnetic pressure outside the current
sheet is balanced by the particle pressure in the sheet,
by adding a component of hot plasma with overdensity
⌘ relative to the cold particles outside the layer (having
kBT/mc

2 = 10�4). From pressure equilibrium, the tem-
perature inside the sheet is kBTh/mc

2 = �/2⌘. We typi-
cally employ ⌘ = 3 and � = 20 c/!

p

(c/!
p

is the plasma
skin depth), but we have tested that our results at late
times do not depend on the initialization of the current
sheet (Sironi 2014, in preparation; hearafter S14).
In 2D, the computational domain is periodic in the x

direction (in 3D, in x and z), but we have extensively
tested that the results reported in this work are not ar-
tificially a↵ected by our periodic boundaries (which is
often an issue for smaller simulations, S14). Along the y

direction, we employ two moving injectors (receding from
y = 0 at the speed of light along ±ŷ) and an expanding
simulation box (S14). The two injectors constantly in-
troduce fresh magnetized plasma into the simulation do-

main. This permits us to evolve the system as far as the
computational resources allow, retaining all the regions
that are in causal contact with the initial setup. Such
choice has clear advantages over the fully-periodic setup
that is commonly employed, where the limited amount
of particles and magnetic energy will necessarily inhibit
the evolution of the system to long times.
For our reference case � = 10, we resolve the plasma

skin depth with c/!

p

= 10 cells in 2D and 5 cells in 3D,
and for higher magnetizations we scale up the resolution
by

p
�/10, so that the Larmor gyration period 2⇡/!c =

2⇡/
p

� !

p

is resolved with at least a few timesteps. We
typically employ four particles per cell in 2D and one
per cell in 3D (on average, including both species), but
we have extensively tested that the physics at late times
is the same when using up to 64 (in 2D) or 8 (in 3D)
particles per cell (S14).
Magnetic reconnection starts from numerical noise (un-

like most other studies, we do not artificially perturb the
magnetic flux function to trigger reconnection). As a
result of the tearing instability, the reconnection layer
breaks into a series of magnetic islands, separated by
X-points. Over time, the islands coalesce and grow to
larger scales (Daughton & Karimabadi 2007, for similar
conclusions in non-relativistic reconnection). The struc-
ture of the reconnection region at late times is presented
in Fig. 1, from our large-scale 2D simulation in a � = 10

Formation of Hard Power Laws in the Energetic Particle Spectra Resulting
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Using fully kinetic simulations, we demonstrate that magnetic reconnection in relativistic plasmas is
highly efficient at accelerating particles through a first-order Fermi process resulting from the curvature
drift of particles in the direction of the electric field induced by the relativistic flows. This mechanism gives
rise to the formation of hard power-law spectra in parameter regimes where the energy density in the
reconnecting field exceeds the rest mass energy density σ ≡ B2=ð4πnmec2Þ > 1 and when the system size
is sufficiently large. In the limit σ ≫ 1, the spectral index approaches p ¼ 1 and most of the available
energy is converted into nonthermal particles. A simple analytic model is proposed which explains these
key features and predicts a general condition under which hard power-law spectra will be generated from
magnetic reconnection.
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Introduction.—Magnetic reconnection is a fundamental
plasma process that allows rapid changes of magnetic field
topology and the conversion of magnetic energy into
plasma kinetic energy. It has been discussed extensively
in solar flares, Earth’s magnetosphere, and laboratory
applications. However, magnetic reconnection remains
poorly understood in high-energy astrophysical systems
[1]. Magnetic reconnection has been suggested as a
mechanism for producing high-energy emissions from
pulsar wind nebula, gamma-ray bursts, and jets from active
galactic nuclei [2–6]. In those systems, it is often expected
that the magnetization parameter σ ≡ B2=ð4πnmc2Þ
exceeds unity. Most previous kinetic studies focused on the
nonrelativistic regime σ < 1 and reported several acceler-
ation mechanisms, such as acceleration at X-line regions
[7–9] and Fermi-type acceleration within magnetic islands
[8–11]. More recently, the regime σ ¼ 1–100 has been
explored using pressure-balanced current sheets, and strong
particle acceleration has been found in both diffusion
regions [12–15] and island regions [16,17]. However, this
initial condition requires a hot plasma component inside the
current sheet to maintain force balance, which may not be
justified for high-σ plasmas.
For magnetically dominated systems, it has been shown

[18,19] that the gradual evolution of the magnetic field can
lead to formation of intense nearly force-free current layers
where magnetic reconnection may be triggered. In this
Letter, we perform large-scale two-dimensional (2D) and
three-dimensional (3D) full particle-in-cell (PIC) simula-
tions of a relativistic force-free current sheet with σ up to
1600. In the high-σ regime, the release of magnetic energy
is accompanied by the energization of nonthermal particles
on the same fast time scale as the reconnection process.
Much of the magnetic energy is converted into the kinetic
energy of nonthermal relativistic particles and the eventual

energy spectra show a power law fðγÞ ∝ γ−p over nearly
two decades, with the spectral index p decreasing with σ
and system size and approaching p ¼ 1. The dominant
acceleration mechanism is a first-order Fermi process
through the curvature drift motion of particles along the
electric field induced by relativistic reconnection outflows.
The formation of the power-law distribution can be
described by a simple model that includes both inflow
and the Fermi acceleration. This model also appears to
explain recent PIC simulations [15], which reported hard
power-law distributions after subtracting the initial hot
plasma population inside the current layer.
Numerical simulations.—The initial condition is a force-

free current layer with B ¼ B0tanhðz=λÞx̂þ B0sechðz=λÞŷ,
which corresponds to a magnetic field with magnitude B0

rotating by 180° across the layer with a thickness of 2λ. The
plasma consists of electron-positron pairs with mass ratio
mi=me ¼ 1. The initial distributions are Maxwellian, with a
uniform density n0 and temperature (Ti ¼ Te ¼ 0.36mec2).
Particles in the sheet have a net drift Ui ¼ −Ue to give a
current density J ¼ en0ðUi − UeÞ consistent with ∇ × B ¼
4πJ=c. The simulations are performed using the VPIC [20]
and NPIC codes [21,22], both of which solve the relativistic
Vlasov-Maxwell system of equations.
In the simulations, σ is adjusted by changing the ratio of

the electron gyrofrequency to plasma frequency σ ¼ B2=
ð4πnemec2Þ ¼ ðΩce=ωpeÞ2. A series of 2D simulations
were performed with σ ¼ 1 → 1600 and domain sizes
Lx × Lz ¼ 300di × 194di, 600di × 388di, and 1200di ×
776di, where di ¼ c=ωpe is the inertial length. For 3D
simulations, the largest case is Lx × Ly × Lz ¼
300di × 300di × 194di, with σ ¼ 100. For high-σ cases,
we choose grid sizes Δx ¼ Δy ¼ 1.46=

ffiffiffi
σ

p
di and Δz ¼

0.95=
ffiffiffi
σ

p
di so that the gyroradius ∼vthedi=ð

ffiffiffi
σ

p
cÞ is

resolved. The half thickness is λ ¼ 6di for σ ≤ 100, 12di
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Fig. 3.— Temporal evolution of particle energy spectrum, from a
2D simulation of � = 10 reconnection. The spectrum at late times
resembles a power-law with slope p = 2 (dotted red line), and it
clearly departs from a Maxwellian with mean energy (� + 1)mc

2

(dashed red line, assuming complete field dissipation). In the inset,
dependence of the spectrum on the magnetization, as indicated in
the legend. The dotted lines refer to power-law slopes of �4, �3,
�2 and �1.5 (from black to green).

Fig. 4.— Temporal evolution of particle energy spectrum, from
a 3D simulation of � = 10 reconnection. The spectra from two 2D
simulations with in-plane (out-of-plane, respectively) anti-parallel
fields are shown with red dotted (dashed, respectively) lines. In
the inset, positron momentum spectrum along x (green), y (blue),
+z (red solid) and �z (red dashed), for 2D and 3D, as indicated.

nection region (more precisely, for |y| . 500 c/!
p

), from
a 2D simulation with � = 10.2 At the X-lines, more
than half of the initial magnetic energy is converted
into particle kinetic energy. Fig. 3 shows that a self-

2 In our spectra, we do not include the hot particles that were
initialized in the sheet to provide the pressure support against the
external magnetic field. With this choice, the late-time spectrum
is nearly independent from the current sheet initialization (S14).

consistent by-product of relativistic reconnection is the
generation of a broad non-thermal spectrum extending
to ultra-relativistic energies. For � = 10, the spec-
trum at � & 1.5 can be fitted with a power-law of slope
p ⌘ �d logN/d log � ⇠ 2 (dotted red line).3 The spec-
trum clearly departs from a Maxwellian with mean en-
ergy (�+1)mc

2 (red dashed line, assuming complete field
dissipation). As shown in the inset of Fig. 3, the power-
law slope depends on the magnetization, being harder
for higher � (p ⇠ 1.5 for � = 50, compare solid and
dotted green lines). The slope is steeper for lower mag-
netizations (p ⇠ 4 for � = 1, solid and dotted black
lines), approaching the result from earlier studies of non-
relativistic reconnection, that found poor acceleration ef-
ficiencies (Drake et al. 2010).
As described below, the power-law shape of the energy

spectrum is established as the particles interact with the
X-points, where they get accelerated by the reconnec-
tion electric field. After being advected into the major
islands shown in Fig. 1a, the particles experience a vari-
ety of other acceleration processes (Drake et al. 2006; Oka
et al. 2010), yet the power-law index does not apprecia-
bly change. As described in S14, the anti-reconnection
electric field between two merging islands plays a ma-
jor role for the increase in the spectral cuto↵ shown in
Fig. 3. For magnetizations � & 10 that yield p . 2,
the increase in maximum energy is expected to termi-
nate, since the mean energy per particle cannot exceed
(� + 1)mc

2.4 For a power-law of index 1 < p < 2 start-
ing from �

min

= 1, the maximum Lorentz factor should
saturate at �

max

⇠ [(� + 1)(2� p)/(p� 1)]1/(2�p).
So far, we have shown that 2D simulations of rela-

tivistic reconnection produce hard populations of non-
thermal particles. The validity of our conclusions may
be questioned if the structure of X-points in 3D is sig-
nificantly di↵erent from 2D. In particular, the DK mode
is expected to result in heating, not in particle acceler-
ation (Zenitani & Hoshino 2007). In Fig. 4 we follow
the temporal evolution of the particle spectrum in a 3D
simulation with � = 10. We confirm the conclusions of
earlier studies (Zenitani & Hoshino 2008; Cerutti et al.
2013b), that the spectrum at early times is quasi-thermal
(black to cyan lines in Fig. 4), and it resembles the distri-
bution resulting from the DK mode (the red dashed line
shows the spectrum from a 2D simulation with out-of-
plane anti-parallel fields, to isolate the contribution of the
DK mode). As shown in §2, the DK mode is the fastest
to grow, but the sheet evolution at late times is con-
trolled by the tearing instability, in analogy to 2D simu-
lations with in-plane fields. The X-points formed by the
tearing mode can e�ciently accelerate non-thermal par-
ticles, and the spectrum at late times (cyan to red lines
in Fig. 4) presents a pronounced high-energy power-law.
The power-law slope is p ⇠ 2.3, close to the p ⇠ 2 index of
2D simulations with in-plane fields. With respect to the
2D spectrum (dotted red line in Fig. 4), the normaliza-
tion and the upper energy cuto↵ of the 3D spectrum are
smaller, due to the lower reconnection rate (v

rec

' 0.02 c

3 The peak at � . 1.5 contains the cold particles that are drifting
towards the sheet at the reconnection speed vrec ' 0.08 c.

4 For � . 10 (so, p & 2), the increase in maximum energy does
not stop, but it slows down at late times. As the islands grow
bigger they become slower, so the anti-reconnection electric field
during mergers gets weaker.

contribution from parallel electric field and curvature drift
acceleration over an interval of 25ω−1

pe as a function of
energy starting at ωpet ¼ 350. The energy gain follows
Δγ ∼ αγ, confirming the first-order Fermi process identi-
fied from particle trajectories. The energy gain from the
parallel motion is weakly dependent on energy, whereas the
energy gain from the curvature drift acceleration is roughly
proportional to energy. In the early phase, the parallel
electric field is strong but accelerates only a small portion
of particles, and the curvature drift dominates the accel-
eration starting at about ωpet ¼ 250. The contribution from
the gradient drift was also evaluated and found to be
unimportant. Panel (c) shows α ¼ hΔγi=ðγΔtÞ measured
directly from the energy gain of the particles in the
perpendicular electric field (mec2Δγ ¼

R
qv⊥ · E⊥dt)

and estimated from the expression for the curvature drift
acceleration. The close agreement demonstrates that cur-
vature drift term dominates the particle energization. For
higher σ and larger domains, the acceleration is stronger
and reconnection is sustained over a longer duration.
In panel (d), a summary for the observed spectral index
of all of the 2D runs shows that the spectrum is harder for
higher σ and larger domain sizes, and it approaches the
limit p ¼ 1.
New Model.—It is often argued that some loss mecha-

nism is needed to form a power-law distribution [12,30].
However, the simulation results reported here illustrate
clear power-law distributions in a closed system. Here we
demonstrate that these results can be understood in terms of
a model illustrated in Fig. 3(a). As reconnection proceeds,
the ambient plasma is injected into the acceleration region
at a speed V in ¼ cErec ×B=B2. We consider the continuity

equation for the energy distribution function fðε; tÞ within
the acceleration region

∂f
∂t þ

∂
∂ε

!∂ε
∂t f

"
¼

finj
τinj

−
f
τesc

; ð1Þ

with ∂ε=∂t ¼ αε, where α is the constant acceleration rate
from the first-order Fermi process, ε ¼ mec2ðγ − 1Þ=T is
the normalized kinetic energy, τinj is the time scale for
injection of particles from the upstream region with fixed
distribution finj and τesc is escape time. We assume that the
initial distribution within the layer f0 and the upstream
injected distribution are both Maxwellian with initial
temperature T < mec2, such that

finj ∝ γðγ2 − 1Þ1=2 expð−εÞ

≈
ffiffiffiffiffi
2ε

p !
1þ 5T

4mec2
εþ % % %

"
expð−εÞ: ð2Þ

For simplicity, we consider the lowest order (nonrelativ-
istic) term in this expansion and normalize f0 ¼
ð2N0=

ffiffiffi
π

p
Þ

ffiffiffi
ε

p
expð−εÞ by the number of particles N0

within the initial layer and finj by the number of particles
injected into the layer Ninj ∝ V inτinj during reconnection.
With these assumptions, the solution to (1) can be written as

fðε;tÞ¼2N0ffiffiffi
π

p
ffiffiffi
ε

p
e−ð3=2þβÞαtexpð−εe−αtÞ

þ
2Ninjffiffiffi

π
p

ðατinjÞε1þβ ½Γð3=2þβÞðεe−αtÞ−Γð3=2þβÞðεÞ'; ð3Þ

(a) (b)

(c) (d)

FIG. 2 (color online). (a) Energy as a function of x position of four accelerated particles. (b) Averaged energy gain and contributions
from parallel electric fields and curvature drift acceleration over an interval of 25ω−1

pe as a function of particle energy starting at
ωpet ¼ 350. (c) α ¼ hΔγi=ðγΔtÞ from energy gain in perpendicular electric field and by curvature drift acceleration, and from Eq. (6)
using the averaged flow speed and island size. (d) Spectral index of all 2D simulations.
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ABSTRACT

In magnetized astrophysical outflows, the dissipation of field energy into particle energy via magnetic reconnection
is often invoked to explain the observed non-thermal signatures. By means of two- and three-dimensional particle-
in-cell simulations, we investigate anti-parallel reconnection in magnetically dominated electron–positron plasmas.
Our simulations extend to unprecedentedly long temporal and spatial scales, so we can capture the asymptotic state
of the system beyond the initial transients, and without any artificial limitation by the boundary conditions. At
late times, the reconnection layer is organized into a chain of large magnetic islands connected by thin X-lines.
The plasmoid instability further fragments each X-line into a series of smaller islands, separated by X-points. At
the X-points, the particles become unmagnetized and they get accelerated along the reconnection electric field.
We provide definitive evidence that the late-time particle spectrum integrated over the whole reconnection region
is a power law whose slope is harder than −2 for magnetizations σ ! 10. Efficient particle acceleration to non-
thermal energies is a generic by-product of the long-term evolution of relativistic reconnection in both two and
three dimensions. In three dimensions, the drift-kink mode corrugates the reconnection layer at early times, but
the long-term evolution is controlled by the plasmoid instability which facilitates efficient particle acceleration,
analogous to the two-dimensional physics. Our findings have important implications for the generation of hard
photon spectra in pulsar winds and relativistic astrophysical jets.

Key words: acceleration of particles – galaxies: jets – gamma-ray burst: general – magnetic reconnection –
pulsars: general – radiation mechanisms: non-thermal

Online-only material: animations, color figures

1. INTRODUCTION

It is generally thought that pulsar winds and the relativistic jets
of blazars and gamma-ray bursts (GRBs) are launched hydro-
magnetically (Spruit 2010). Since the energy is initially carried
in the form of Poynting flux, how the field energy is transferred
to the plasma to power the observed emission is a fundamental
question. Field dissipation via magnetic reconnection is often
invoked as a source of the accelerated particles required to ex-
plain the non-thermal signatures of pulsar wind nebulae (PWNe;
Lyubarsky & Kirk 2001; Lyubarsky 2003; Kirk & Skjæraasen
2003; Pétri & Lyubarsky 2007), jets from active galactic nuclei
(Romanova & Lovelace 1992; Giannios et al. 2009; Giannios
2013), and GRBs (Thompson 1994, 2006; Spruit et al. 2001;
Lyutikov & Blandford 2003; Giannios 2008). Despite decades
of research, the efficiency of magnetic reconnection in gener-
ating non-thermal particles is not well understood (Hoshino &
Lyubarsky 2012).

In astrophysical jets, reconnection proceeds in the “relativis-
tic” regime, since the magnetic energy per particle can exceed
the rest mass energy. While the steady-state dynamics of rela-
tivistic reconnection has been well characterized by analytical
studies (Lyutikov & Uzdensky 2003; Lyubarsky 2005), the pro-
cess of particle acceleration can only be captured from first
principles by means of fully kinetic particle-in-cell (PIC) simu-
lations. Energization of particles in relativistic reconnection has
been investigated in a number of PIC studies, both in two di-
mensions (2D; Zenitani & Hoshino 2001, 2007; Jaroschek et al.
2004; Bessho & Bhattacharjee 2005, 2007, 2012; Daughton
& Karimabadi 2007; Lyubarsky & Liverts 2008) and three
dimensions (3D; Zenitani & Hoshino 2008; Yin et al. 2008;

3 NASA Einstein Postdoctoral Fellow.

Liu et al. 2011; Sironi & Spitkovsky 2011a, 2012; Kagan et al.
2013; Cerutti et al. 2014). However, no consensus exists as
to whether relativistic reconnection results self-consistently in
non-thermal particle acceleration (Sironi & Spitkovsky 2011a),
rather than just heating (Cerutti et al. 2012).

In this work, we employ 2D and 3D PIC simulations to
follow the evolution of relativistic reconnection in pair plasmas
to unprecedentedly long time and length scales, focusing on
particle acceleration. We consider the case of anti-parallel fields,
without a guide field aligned with the electric current in the sheet.
It has been argued that this configuration produces non-thermal
particles only in 2D, whereas in 3D the drift-kink (DK) mode
would broaden the current sheet, inhibiting particle acceleration
(Zenitani & Hoshino 2008; Cerutti et al. 2014). By performing
large-scale simulations evolved to long times, we conclusively
show that acceleration of particles to non-thermal energies is a
generic by-product of relativistic reconnection in pair plasmas,
in both 2D and 3D. The accelerated particles populate a power-
law distribution, whose spectral slope is harder than −2 for
magnetizations σ ! 10. Relativistic magnetic reconnection is
then a viable source of non-thermal emission from magnetically
dominated astrophysical flows.

2. STRUCTURE OF THE RECONNECTION LAYER

We use the 3D electromagnetic PIC code TRISTAN-MP
(Buneman 1993; Spitkovsky 2005) to study relativistic recon-
nection in 2D and 3D. The reconnection layer is set up in Harris
equilibrium, with the magnetic field B = −B0 x̂ tanh(2πy/∆)
reversing at y = 0. The field strength is parameterized by
the magnetization σ = B2

0/4πmnc2 = (ωc/ωp)2, where
ωc = eB0/mc is the Larmor frequency and ωp =

√
4πne2/m is

the plasma frequency for the electron–positron plasma outside

1



We find that for large systems (L 400sr � ), the energy
spectrum of accelerated particles (hence c1g ) is essentially
independent ofL. Importantly (as we discuss later), Lc is
approximately the length at which a current layer, with
thickness equal to the average Larmor radius e 0¯r gr= ,
becomes tearing-unstable and breaks up into multiple plas-
moids and secondary current sheets. (Here, m ce

2ḡ is the
average dissipated energy per background particle,

B n m c8 2;b e0
2 2¯ ( ) ( )g k p ks=� in our simulations

0.6k � , so 0.3ḡ s� .) Therefore, we propose that (at least
in 2D with an initially cold background plasma) reconnection
in the plasmoid-dominated regime yields a high-energy particle
spectrum that is predominantly independent of system size
L Lc� . Consequently, nonthermal particle acceleration in
huge, astrophysically relevant systems may be studied via
merely large simulations, i.e., with L Lc2 .

2. SIMULATIONS

This study focuses on reconnection in 2D without guide field
(B 0z = ). Although some important differences in the recon-
nection dynamics emerge between 2D and 3D, such as the
development of the drift-kink instability (Zenitani & Hoshino
2008), the dimensionality is not believed to affect the particle
energy spectra at late stages (W. Daughton 2014, private
communication; J. F. Drake 2014, private communication; Guo
et al. 2014; Sironi & Spitkovsky 2014). Working in 2D (much
less costly than 3D) enabled investigation of large system sizes.

We simulate systems of size L L Lx y= = with periodic
boundary conditions and two antiparallel reconnection layers.
The two layers begin as relativistic Harris current sheets (Kirk
& Skjæraasen 2003) with upstream magnetic field B Bx 0= and
a peak drifting plasma simulation-frame-density nd (at the layer
centers) that is 10 times the uniform background densitynb. A
small (1%) initial magnetic-flux perturbation facilitates recon-
nection onset. Electrons and positrons in each Harris layer drift
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3. RESULTS
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2
2

2( )g g- . We therefore fit all spectra with the
universal form of Equation (1) to determine the power-law
index α and the cutoffs c1g , ;c2g for small systems, the best-fit

Figure 1. (Left) Time evolution of the particle energy spectrum for a run with σ=30 and L 2000sr = . Reconnection ceases at t 4300cw » , but the shape of the
high-energy spectrum is the same for t 2000c 2w cc d 0[ ( )w q rº ]. (Right) An exponential cutoff (short dashes) fits the energy spectra better for large-L simulations
(a), while a super-exponential cutoff (long dashes) fits better for small L (b). Brackets mark ,f f1 2[ ]g g , where the displayed fits were performed. Thin-dashed lines show
Maxwell–Jüttner distributions with equivalent total energies. Considering many fits (e.g., with different f1g , f 2g ), we determined for (a) 1.38, 1.49[ ]a Î ,

119, 157c1 [ ]g Î , c2g too large/uncertain to measure; for (b) 1.31, 1.48[ ]a Î , c1g too large/uncertain to measure, 39, 44c2 [ ]g Î .
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c1g is typically much larger than c2g (hence irrelevant and
highly uncertain), while for large L, c2g is larger and uncertain.

Each spectrum is fit to Equation (1) over an interval
,f f1 2[ ]g g , chosen as large as possible while maintaining a good

fit. Because spectra depart from a power law at lowest energies,
and because of increased noise at highest energies, larger fitting
intervals yield unacceptably poor fits. Noise is reduced (and fit
improved) by averaging over short time intervals and, if
available, over multiple simulations (identical except for
randomized initial particle velocities). Because the choices of
acceptable fit quality and the durations of averaging intervals
are somewhat subjective, we perform many fits using different
choices, and finally report the median values with “error” bars
encompassing the middle 68% of the fits (i.e., ±1 standard
deviation if the data were Gaussian-distributed); small error
bars thus demonstrate insensitivity to the fitting process. Very
uncertain and large (hence irrelevant) cutoff values are
discarded.

By applying this fitting procedure to the background particle
spectrum for each different value of L,( )s , we mapped out α,

c1g , and c2g as functions of σ and L, up to sufficiently large L to
estimate the asymptotic values Llim ,L( ) ( )*a s a s= l¥
(Figure 2). We find that ( )*a s starts above 2 for modestσ,
and decreases to 1.2( )*a s » in the ultra-relativistic limit of

1s � (Figure 3), a result that is broadly consistent with
previous studies (Zenitani & Hoshino 2001; Jaroschek et al.
2004; Lyubarsky & Liverts 2008; Guo et al. 2014; Melzani
et al. 2014; Sironi & Spitkovsky 2014); while our measurement
is closer to 1.2 than 1, the uncertainty is too large to rule out

1*a l , predicted by some (Larrabee et al. 2003; Guo
et al. 2014).

In contrast to the power-law index α, the energy extent of the
power law has received relatively little attention in relativistic
reconnection literature (Larrabee et al. 2003; Lyubarsky &
Liverts 2008). We find that the high-energy cutoffs scale as

4c1g s~ (independent of L) and L0.1c2 0g r~ (independent
of σ) (Figures 4 and 5). Thus L 400sr � implies c c2 1g g� ,
and a super-exponential cuts off the power-law at an energy
determined by the system size. Larger system sizes
L 400sr � have c c1 2g g� , and so c1g determines where the
power law ends, independent of L.

4. DISCUSSION

The scaling of the high-energy cutoffs can be explained in
terms of the distance a particle could travel within the
reconnection field E Bz r 0b~ (where 0.1rb ~ is the reconnec-
tion rate). By calculating analytic trajectories in fields
around a single X-point, (Larrabee et al. 2003) concluded
that f exp1

0( ) ( )g g gµ - G- with e B ℓ12 r x0
2

0bG =
m c eE ℓe z x

2 ~ m c ℓ0.1e x
2

0r~ , with ℓx being the size of the
reconnection region in x,8 a result that was supported by 2D
PIC simulation in Lyubarsky & Liverts (2008).
In general, small systems reconnect mainly with one X-point,

so ℓ Lx ~ and L0.10 0rG ~ , which equals our c2g . (The
observed super-exponential form presumably results from the
simulationʼs boundary conditions.)
In large systems, however, the tearing instability breaks up

current layers with full-length greater than ℓ 100tear d̄~ , where
d̄ is the layer half-thickness (Loureiro et al. 2005; Ji &
Daughton 2011), resulting in a hierarchy of layers ending with
elementary layers, which are marginally stable against tearing
(Shibata & Tanuma 2001; Loureiro et al. 2007; Uzdensky et al.
2010). The half-thickness of elementary (single X-point,
laminar) layers should be about the average Larmor radius

e 0
¯ ¯d r gr~ = (Kirk & Skjæraasen 2003). Although Larrabee
et al. (2003) considered single X-point reconnection, we
propose that their formula for 0G can also be used in the
context of plasmoid-dominated reconnection in large systems if
applied to elementary layers (instead of the entire global layer):
ℓ ℓ 100 30x tear 0 0ḡr sr~ ~ ~ (instead of ℓ Lx ~ ). Then,

ℓ0.1 30 tear 0r sG ~ ~ , which is essentially our c1g (and
consistent with the measurement of 350G = for 9s = in
Lyubarsky & Liverts 2008).
This explanation of high-energy-cutoff scaling in terms of

elementary layer lengths may be robust despite the potentially
important roles played by other acceleration mechanisms
(Hoshino & Lyubarsky 2012). For example, significant
additional acceleration may occur within contracting plasmoids
(Drake et al. 2006; Dahlin et al. 2014; Guo et al. 2014, 2015)
or—especially for the highest-energy particles—in the

Figure 2. Measured power-law indices α vs. L, with extrapolations ( *a ) to
L l ¥ (cf. Figure 3).

Figure 3. Power-law index *a vs. upstream magnetization σ.

8 The x-extent of the reconnection region is the relevant length here because
the calculation considered motion in the xz-plane subject to fields uniform in z,
so escape (hence cessation of acceleration) was possible only through motion
in x.
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L 400sr � have c c1 2g g� , and so c1g determines where the
power law ends, independent of L.

4. DISCUSSION

The scaling of the high-energy cutoffs can be explained in
terms of the distance a particle could travel within the
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Daughton 2011), resulting in a hierarchy of layers ending with
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Lyubarsky & Liverts 2008).
This explanation of high-energy-cutoff scaling in terms of

elementary layer lengths may be robust despite the potentially
important roles played by other acceleration mechanisms
(Hoshino & Lyubarsky 2012). For example, significant
additional acceleration may occur within contracting plasmoids
(Drake et al. 2006; Dahlin et al. 2014; Guo et al. 2014, 2015)
or—especially for the highest-energy particles—in the
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(anti-)reconnection electric field of secondary plasmoid mer-
gers (Oka et al. 2010; Sironi & Spitkovsky 2014; K. Nalewajko
et al. 2015, in preparation).

It is interesting to compare our high-energy cutoffs to the
upper bound imposed on a power-law distribution by a finite
energy budget. When 1 2a< < , most of the kinetic energy
resides in high-energy particles, so the available energy per
particle 0.3ḡ s~ limits the extent of the power law. If
f ( )g g~ a- extends from ming to max ming g� , then

1 2 min
1

max
2¯ [( ) ( )]g a a g g» - - a a- - (Sironi & Spitkovsky

2014). For 1a » , maxg can extend well beyond ḡ , but
max ¯g g depends weakly on system parameters, consistent with
our finding c1 ¯g g s~ ~ . E.g., for 1.2a = ,

10max
3

min
1 4¯ ( ¯ )g g g g» . However, when 2a > (e.g., for

low σ), the energy budget imposes no upper bound, since
d

min
ò gg g
g

a¥ - is finite. Nevertheless, for 3s = where 2*a > ,

we observe 4c1g s~ , the same as for smaller *a .
The exponential cutoff at energies above 4 10c1 ¯g s g~ ~

has important astrophysical implications for particle accelera-
tion in systems such as pulsar magnetospheres, winds, PWN,
and relativistic jets in GRBs and AGNs. Our results (insofar as
they are ultra-relativistic) can be generalized to relativistically
hot upstream plasmas by scaling all the energies by bḡ , the
average Lorentz factor of background particles. The “hot”
magnetization B nw4hot

0
2 ( )( )s pº therefore parameterizes

similar simulations, since the relativistic specific enthalpy w
also scales with bḡ (i.e., w m c p nb e b b

2ḡ= + , where pb is the
background plasma pressure; for 1bḡ � , w m c4 3 b e

2( )ḡ» ).9

For example, our reconnection-based model (Uzdensky et al.
2011; Cerutti et al. 2012a, 2013, 2014a, 2014b) for high-energy
γ-ray flares in the Crab PWN(Abdo et al. 2011; Tavani et al.
2011) relies upon acceleration of a significant number of
particles from 3 10b

6ḡ ~ ´ to 1092g . If, to achieve this, we
need 10c1

9g > , then direct extrapolation of the results from this
letter would require w m c1 4 60;c e

hot
1

2( ) ( )( ) 2s g » this
should be comparable (via scaling equivalence) to simulations
presented in this work with 60s ~ (corresponding to a power-

law index 1.3*a ~ ). This required hot( )s is significantly higher
than what is expected in the Crab Nebula. However, here we
analyzed the entire spectrum of background particles, while
(Cerutti et al. 2012b) suggested that bright flares observed in
the Crab Nebula result from preferential focusing of the
highest-energy particles into tight beams with energy spectra
that differ from the entire spectrum. We also note that our
present simulations are initialized with a Maxwellian plasma,
whereas the ambient plasma filling the Crab Nebula has a
power-law distribution, which may result in a higher high-
energy cutoff.

5. CONCLUSION

We ran a series of collisionless relativistic pair-plasma
magnetic reconnection simulations with no guide field, cover-
ing a wide range of system sizes L and upstream magnetiza-
tions 3.s . We observed acceleration of the background
plasma particles to a nonthermal energy distribution
f L,( ) ( )g g~ a s- with a high-energy cutoff. The cutoff energy
is proportional to the maximum length of elementary, single
X-point layers, which is limited by L in small systems, and by
the secondary tearing instability in large systems. For small
systems (L 40 0sr� ) we observe f exp c

2
2

2( ) ( )g g g g~ -a-

with L0.1c2 0g r~ , and for large systems,
f exp c1( ) ( )g g g g~ -a- with 4c1g s~ . As L becomes large,
the power-law index L,( )a s asymptotically approaches ( )*a s ,
which in turn decreases to 1.2» as s l ¥. This characteriza-
tion of power-law slope and high-energy cutoffs can be used to
link ambient plasma conditions (i.e., σ) with observed radiation
from high-energy particles, to investigate the role that
reconnection plays in high-energy particle acceleration in the
universe.

This work was supported by DOE grants DE-SC0008409
and DE-SC0008655, NASA grant NNX12AP17G, and NSF
grant AST-1411879. Numerical simulations were made
possible by the Extreme Science and Engineering Discovery
Environment (XSEDE), which is supported by National
Science Foundation (NSF) grant number ACI-1053575—and
in particular by the NSF under Grant numbers 0171134,
0933959, 1041709, and 1041710 and the University of
Tennessee through the use of the Kraken computing resource

Figure 4. Exponential cutoff c1g scales linearly with magnetization σ. Figure 5. Super-exponential cutoff c2g scales linearly with system size L.

9 Because the finite grid instability heats the background plasma until its
Debye length is resolved (Birdsall & Maron 1980), the resolution prevents us
from obtaining values of hot( )s above a few hundred. For our simulations with

1001s , ;hot( )s s» however, for 3002s , the numerical heating reduces the
value of hot( )s .
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ABSTRACT

Using two-dimensional particle-in-cell simulations, we characterize the energy spectra of particles accelerated by
relativistic magnetic reconnection (without guide field) in collisionless electron–positron plasmas, for a wide range
of upstream magnetizationsσ and system sizesL. The particle spectra are well-represented by a power law g a- ,
with a combination of exponential and super-exponential high-energy cutoffs, proportional to σ and L,
respectively. For large L and σ, the power-law index α approaches about 1.2.

Key words: acceleration of particles – galaxies: jets – gamma-ray burst: general – magnetic reconnection – pulsars:
general – relativistic processes

1. INTRODUCTION

Magnetic reconnection is a fundamental plasma physics
process in which magnetic field rearrangement and relaxation
rapidly converts magnetic energy into particle energy(Zweibel
& Yamada 2009). Reconnection is believed to drive many
explosive phenomena in the universe, from Earth magneto-
spheric substorms and solar flares to high-energy X-ray and
γ-ray flares in various astrophysical objects. Quite often, the
radiation spectra of these flares, and hence the energy
distributions of the emitting particles, are observed to be non-
thermal (e.g., characterized by power laws). Therefore, under-
standing the mechanisms of nonthermal particle acceleration
and determining the observable characteristics—such as the
power-law index and high-energy cutoff—of the resulting
particle distribution, is an outstanding problem in modern
heliospheric physics and plasma astrophysics.

Of particular interest in high-energy astrophysics is the role
of relativistic reconnection—which occurs when the energy
density of the reconnecting magnetic field, B 80

2 p, exceeds the
rest-mass energy density n mcb

2 of the ambient plasma, leading
to relativistic bulk outflows and plasma heating to relativistic
temperatures—as a potentially important mechanism for
nonthermal particle acceleration to ultra-relativistic energies
(with Lorentz factors 1g � ) in various astrophysical sources
(Hoshino & Lyubarsky 2012). In particular, this process has
been invoked to explain energy dissipation and radiation
production in electron–positron (pair) plasmas over multiple
scales in pulsar systems—e.g., in the pulsar magnetosphere
near the light cylinder, in the striped pulsar wind, and in the
pulsar wind nebula (PWN; Coroniti 1990; Lyubarsky 1996;
Lyubarsky & Kirk 2001; Sironi & Spitkovsky 2011; Uzdensky
et al. 2011; Cerutti et al. 2012a, 2013, 2014a, 2014b; Uzdensky
& Spitkovsky 2014). In addition, relativistic reconnection in
pair and/or electron–ion plasmas is believed to play an

important role in gamma-ray bursts (GRBs; Drenkhahn &
Spruit 2002; Giannios & Spruit 2007; McKinney & Uzdensky
2012) and in coronae and jets of accreting black holes,
including active galactic nucleus (AGN)/blazar jets, e.g., in the
context of TeV blazar flares (Giannios et al. 2009; Nalewajko
et al. 2011).
Nonthermal particle acceleration is essentially a kinetic (i.e.,

non-fluid) phenomenon. Although fluid simulations with test
particles have been used to study particle acceleration, particle-
in-cell (PIC) simulations include kinetic effects self-consis-
tently. A number of PIC studies have investigated particle
acceleration in collisionless relativistic pair-plasma reconnec-
tion (Zenitani & Hoshino 2001, 2005, 2007, 2008; Jaroschek
et al. 2004; Lyubarsky & Liverts 2008; Liu et al. 2011; Sironi
& Spitkovsky 2011; Bessho & Bhattacharjee 2012; Cerutti
et al. 2012a, 2013, 2014a, 2014b; Kagan et al. 2013, 2015; Liu
et al. 2015); the best evidence for nonthermal particle
distributions was provided recently by Sironi & Spitkovsky
(2014), Guo et al. (2014). Whereas previous studies have
identified power-law slopes of nonthermal spectra, the
important question of the energy extent of these power laws
has not been systematically addressed.
In this letter we present a comprehensive two-dimensional

(2D) PIC investigation of non-thermal particle acceleration in
collisionless relativistic reconnection in a pair plasma without
guide magnetic field. In particular, we characterize the
dependence of the resulting energy distribution function on
the system sizeL and the upstream “cold” magnetization
parameter B n m c4 b e0

2 2( )s pº (relativistic reconnection
requires 1s � ). We find empirically that relativistic reconnec-
tion produces a high-energy spectrum that is well represented
by a power law with exponential and super-exponential cutoffs:

f
dN
d

exp . 1c c1
2

2
2( ) ( ) ( )g

g
g g g g g= µ - -a-

The different cutoffs serendipitously allow us to distinguish
different scalings with σ and L: γc1∼4σ depends on σ, while

L0.1c2 0g r~ depends on L (here m c eBe0
2

0r º is the
nominal Larmor radius).
Equality of the two cutoffs, c c1 2g g� , defines a critical size

L 40c 0sr� separating the small- and large-system regimes.
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summary: Harris-layer reconnection

• particle acceleration 
hard power laws p -> 1 for σ >> 1 
γmax ~ σ, exponential cut-offs, no soft tails  
X-points vs. curvature drift  
first-order Fermi process 

• problem setup 
artificial synchronization  
exaggerated tearing



reconnection 
in “ABC fields”

KN, Zrake, Yuan, East & Blandford (2016, arXiv:1603.04850)



magnetoluminescence
a process of extracting magnetic energy by means of 

dynamical instability (implosion) leading to transient current 
layers enabling efficient particle acceleration, and 

consequently a transient gamma-ray emission

Methods: 

• analytical stability analysis (Y. Yuan) 

• relativistic MHD (J. Zrake) 

• relativistic force-free (W. East) 

• particle-in-cell (this talk) 

• radiative PIC (Y. Yuan)
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harmonic magnetic equilibria
• Beltrami condition:  
∇ x B = αB 
B = αA, j = -(αc/4π)B 

• ABC field:  
Bx = B3 sin(αz) + B2 cos(αy) 
By = B1 sin(αx) + B3 cos(αz) 
Bz = B2 sin(αy) + B1 cos(αx) 

• 2D: B1 = B2 = 1, B3 =0 

• fundamental unstable mode:  
2 maxima and 2 minima of Az 

• no kinetic-scale initial structure

• current density from 
dipole moment a1 in 
particle momentum 
distribution 

• mean magnetization  
σ ∝ a1(L/ρ0)







total energy

E2 ∝ ect/Lτ

• linear instability seen in 
total electric energy 

• non-ideal electric energy 
appears insignificant 

• relative magnetic 
dissipation efficiency is 
constant

Kinetic simulations of magnetostatic equilibria 5
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Figure 3. Linear instability growth rate, defined as e-folding time
scale of the total electric energy normalized to L/c, as function of
the mean value of the hot magnetization. The point size indicates
the simulation domain size L. The blue arrow indicates the asymp-
totic value measured in FF simulations (East et al. 2015).

In Figure 4, we show that total magnetic helicity is con-
served at the level better than 1%, improving with the
decreasing particle momentum dipole moment ã1. As we
will demonstrate later on, smaller dipole moment allows
for higher particle density and better screening of the
electric fields. Consequently, the volume fraction of the
non-ideal field regions decreases, and this may explain
better conservation of the magnetic helicity, in line with
the results of Zrake & East (2016) in the force-free limit.
In Figure 4, we also show that while dH/dAz is well con-
served for all values of Az, magnetic energy is dissipated
during the linear instability phase for all values of Az.

3.4. Structure of the current layers

Two current layers are formed during the late stages
of the instability, at 4 ! ct/L ! 5.5. They appear as
thin structures characterized by high density and high
average particle energy, they grow in length and undergo
tearing instability until they are disrupted. These are
also regions where non-ideal parallel electric fields are
present, with E ·B ̸= 0, and hence they enable efficient
particle acceleration.
Since the current layers are not present in the initial

configuration, it is interesting to characterize their per-
pendicular structure and evolution. To this end, we first
determined the exact location and orientation of the lay-
ers by fitting a two-dimensional Gaussian model to the
spatial distribution of the average particle energy. The
time range when this can be done robustly is limited —
for ct/L < 4 the current layers are not detectable, and for
ct/L " 5.5 the current layers bend and eventually disap-
pear. We introduce a local coordinate system with paral-
lel/perpendicular vectors measured along/across the ma-
jor axis of the current layer. As the location and orienta-
tion of the current layers changes slowly, this is repeated
at every timestep of interest. Next, we calculated perpen-
dicular profiles of various parameters across the current
layer centroid. These profiles are shown in Figure 5 at 4
different times to illustrate a fairly complex evolution of
the current layer.
The density profile develops a narrow spike, and the

average particle energy profile shows a similar but some-

what broader structure. On the other hand, the cur-
rent density component jz shows a more complex profile
with a narrow core and broader wings. This appears to
be a combination of the narrow density profile with the
broad profile of the z-component of the drifting velocity.
We also observe a small component of alternating paral-
lel current j∥l on the scale comparable with the velocity
structure. This current is of opposite sign to the back-
ground in-plane current that was already present in the
initial configuration. Evolution of magnetic field involves
a gradual steepening of the parallel component B∥l, and
a systematic increase of the out-of-plane component Bz.
The electric field increases systematically in all compo-
nents. It is interesting that the component Ez remains
very uniform in the process. When we subtracted the
ideal field contribution E′

z = Ez − (⟨β⟩ ×B)z , we found
that E′

z ≃ E∥B. The non-ideal field component peaks in
the middle of the layer, and has thickness scale compa-
rable to the vz structure.
We fitted the perpendicular profiles of particle number

density n, average particle energy ⟨γ⟩, and E · B with
Gaussian models with uniform background. In Figure 6,
we show the evolution of the amplitudes and perpendicu-
lar dispersions of the three parameters. This reveals the
complex structure of the current layer, with the three pa-
rameters characterized by different thickness scales. The
general trend in time is an increase in the amplitudes
of all three parameters, the thinning of the density and
average energy profiles, and the broadening of the E ·B
profile. The amplitudes of the average particle energy
grow exponentially in time as long as we can measure
their profile, with the growth rate increasing systemat-
ically with the magnetization σhot. On the other hand,
the amplitudes of E ·B appear to grow linearly in time,
and the growth rate is similar for σhot = 2.7, 5.5. The
width scales of the density and temperature profiles con-
verge to a value ∼ 5ρ0, roughly independent of σhot. The
difference between the width scales measured for the den-
sity and temperature profiles is probably not significant.
However, the width scale of the E · B clearly depends
on and increases with σhot. We suggest that the width
scale of the density and temperature profiles corresponds
roughly to the plasma skin depth de, and that the width
scale of the E ·B region corresponds to the typical gy-
roradius of particles heated in the layer ρ ≃ ⟨γ⟩ ρ0.
We also calculated the volume-weighted distribution

functions for key scalar quantities |E|/|B| and |E · B|.
Figure 7 shows the 99 percentile values as functions of
simulation time. The values of |E|/|B| consistently reach
the level of ≃ 0.7, independently of the setup parameters,
at about the time of linear instability saturation. The sit-
uation with the |E ·B| values is less clear, with a number
of sharp peaks observed at different times. The smallest
values |E ·B| ∼ 0.03B2

0 are recorded for Run s14L1600,
which is qualitatively consistent with the results shown
in Figure 6. For other runs, the peak values are in the
range |E ·B| ∼ (0.08− 0.12)B2

0 .

3.5. Particle acceleration - total spectra

In Figure 8, we show the momentum distributions
u2N(u) of electrons and positrons as functions of sim-
ulation time. The distributions are normalized to the
peak of the initial distribution, which in all cases is the
Maxwell-Jüttner distribution for Θ = 1. The initial dis-



magnetic helicity
• H = ∫(A.B)dV 

• conserved quantity 
in ideal MHD 

• conservation in 
PIC simulations 
better than 1%, 
especially for small 
dipole moment a1



particle energy distribution

• steady direct 
acceleration in the 
linear phase 

• stochastic acceleration 
in the non-linear phase 
produces a power-law
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• maximum 
particle 
energy 
measured at 
u2N(u) = 10-3

• particle number and energy fraction beyond the Maxwellian component 

• both fractions systematically increase with the magnetization

ct/L ~ 10

ct/L ~ 10



structure of current layers



evolution of current layers
• density width 

scale 
consistent with 
the skin-depth 

• E.B width 
scale 
consistent with 
the gyro 
radius 

• E.B volume 
increasing 
with the 
magnetization



summary: “ABC” reconnection

• particle acceleration 
softer power laws for given σ 
direct acceleration by reconnection E-field 

• problem setup 
dynamically evolving current layer  
mild tearing 
σ limited by L/ρ0 (volumetric currents)



radiative signatures 
of relativistic 
reconnection

Yuan, KN, Zrake, East & Blandford (2016, arXiv:1604.03179)
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observed light curves
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synchrotron signatures of ABC 
reconnection (Yuan et al.)

12 Yuan et al.

(a) (b)

Figure 11. From run 1: power spectra of received radiation in di↵erent wavebands for the two di↵erent observers corresponding to Figures
8 and 9, respectively. Blue is the flux in the high energy band above 1.05⇥1017 Hz; red is the flux in the low energy band below 1.05⇥1017

Hz. The straight dashed/dotted lines are power laws of the form f

p, fitted to the power spectrum. The frequency range spans from the
inverse of the duration of the simulation, to the resolution we used to calculate the light curves 1/(0.0017L/c).

Figure 12. From run 1: the left part is the spacetime diagram of emitted power along +x direction, for positrons only, integrated over
y coordinates and frequency (note that the color is on log scale); the right part is the corresponding light curve. The black dashed lines
indicate the correspondence between the emissivity and the light curve. The horizontal dotted line in the left panel indicates the emission
time t = 3.83L/c, and we plot in Figure 13 the corresponding 2D maps at this time point.

Kinetic study of radiation-reaction-limited particle acceleration 13

Figure 13. From run 1: we zoom into the lower left corner of
the simulation domain where the emitting structure responsible
for the highest peak in the x light curve is located, at the time
point t = 3.83L/c (indicated in Figure 12 by the dotted line). Top:
left panel is the 2D emissivity map of positrons; right panel is the
total synchrotron power map. Bottom: location of tracked high
energy positrons, plotted over the instantaneous field structure, at
the same time point. These particles are selected at the end of the
simulation who reach u = 250�

0

. In the left panel, the particles
are color-coded by their energy while in the right panel they are
color-coded by the synchrotron power.

reach high energies are first accelerated in the biggest
current layers, where they do not radiate much; syn-
chrotron radiation only becomes important when par-
ticles are ejected from the current layers and their tra-
jectories start to bend significantly. Figure 14 shows the
trajectory and energy history of a few particles that are
part of the bunch responsible for the highest peak in the
x light curve. The sharp rise in P

syn

and ⌫
c

near the
dashed line is a result of increased curvature in particle
trajectory as they get out of the current layer, and the
subsequent quick drop in P

syn

is not because of cooling
(particle energy is almost unchanged) but due to reduced
curvature, as indicated by the perpendicular acceleration
felt by the particles in Figure 14.
The energetics of a single spike can be estimated based

on its duration t
v

and peak flux P
⌦

. We have seen that
t
v

is determined by the scale of the ejected plasmoid
r
m

, which varies depending on the history of the plas-
moid. Take the sharpest spike as an example: we have
t
v

⇠ 0.01L/c and the peak flux isP
⌦

L/c/E
B

(0) ⇠ 10�5

sr�1 (Figure 12), where E

B

(0) is the initial total mag-
netic energy. An observer who assumes the radiation to
be isotropic would deduce E

spike

= 4⇡P
⌦

t
v

⇠ 10�6

E

B

(0).
If the observer has a knowledge of the average magnetic
field, she could calculate the magnetic energy contained
in a volume whose size is determined by the variability
time scale, and get Ẽ

B

= (ct
v

/L)2E
B

(0) ⇠ 10�4

E

B

(0).
Thus, the observer would conclude that the apparent ra-
diative e�ciency is ✏ = E

spike

/Ẽ
B

⇠ 0.01. Of course this

depends on ⌘ as will be shown in §3.4.
The result can be understood from a simple phys-

ical argument. Suppose that the average particle
number density in a plasmoid is n

m

and average
Lorentz factor is �

m

, upon the destruction of the plas-
moid particles start to turn in a magnetic field of
strength B

0

, so the observed fluence should be E

spike

=
(4⇡/✓)n

m

⇡r2
m

(2e4�2

m

B2

0

/3c3m2)(�
m

mc/eB
0

) where ✓ is
the beaming angle, determined by the velocity disper-
sion in the beam. Meanwhile, the inferred magnetic
energy content based on the variability time scale is
Ẽ

B

= ⇡r2
m

(B2

0

/8⇡). Assuming the plasmoid gas pres-
sure is �

m

times the ambient magnetic pressure before
its destruction, namely n

m

�
m

mc2 ⇠ �
m

B2

0

/8⇡, we have
E

spike

/Ẽ
B

⇠ (4⇡/✓)⌘�
m

(�
m

/�
0

)2. In the above example,
⌘ = 1.1 ⇥ 10�8, �

m

/�
0

⇠ 102, and from Figure 15, the
beaming angle is ✓ ⇠ 10� ⇥ sin(30�) ⇡ 0.03, so we have
E

spike

/Ẽ
B

⇠ 10�2�
m

. �
m

could be of order 1 or larger
as the pressure is highly anisotropic and it is the z mo-
mentum that dominates. Thus, the simple estimation is
roughly consistent with the above measurement.
Despite the attractive high peak intensity and fast vari-

ability produced by the small plasmoids, the total en-
ergy involved is small. Depending on the viewing an-
gle, an observer may see emission with longer time scales
and larger total energetics albeit their small peak flux.
The peaks with longer time scales are produced by more
di↵use ejecta or smooth field structures lit up by dis-
tributed high energy particles, which evolve on dynamic
time scales. Another remark to be made is that, in this
particular example the current sheet itself is not rotat-
ing, but in reality it can be dynamic and can turn around
during the evolution. This could introduce further vari-
ability.

3.3.2. Origin and beaming of high energy radiation

During the saturation of the linear instability and the
early stage of nonlinear evolution, particles are being ef-
ficiently accelerated in the current layers by the parallel
electric field. Plasmoids are not very good particle accel-
erators except for those moving with high speed such
that their motional electric field contributes to parti-
cle acceleration, but they could trap particles that are
accelerated in the current layer. High energy particles
within the current layer have a fan-like angular distribu-
tion spanned around ±z; they turn toward the ends of
the current layers due to the reconnected magnetic field.
These fan-like features are readily seen in Figure 16, es-
pecially in high energy bands. However, particles within
the current layers do not produce a large amount of high
energy synchrotron radiation—this is demonstrated by
the absence of corresponding fan-like structure in the ra-
diation angular distribution (Figure 15). Plasmoids do
radiate a significant amount of power, as shown in the
synchrotron power map (Figure 3 last row), but this ra-
diation peaks in relatively low frequency—in Figure 15
we see emission from plasmoids mainly in the intermedi-
ate energy band. The main reason for the lack of high
energy radiation from the current layer itself (plasmoids
included) is that the curvature of the particle trajectory
is small.
Significant high energy radiation emerges from just

downstream of the exhausts of the current layers, where
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Figure 15. From run 1: angular distribution of emitted synchrotron radiation power in three di↵erent wavebands, at the same time point
as Figure 13, for electrons and positrons, respectively. We plot the angular distribution using Hammer projection, where y axis is up and
z is located at the center of the map (same below).

Figure 16. From run 1: angular distribution of particles in three di↵erent energy bands, at the same time point as Figure 13, for electrons
and positrons, respectively.



synchrotron and inverse Compton 
(with M. Chruślińska, PRELIMINARY)
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syn+ic light curves (PRELIMINARY)



summary: radiative signatures

• rapid variability  
tobs ~ (0.01-0.1) L/c 
allows to relax causality constraints 
both kinetic beaming (sweeping anisotropic beams) and 
spatial bunching are important 
Doppler beaming insignificant 
mild tearing important for modulating radiation 

• radiative efficiency?

• dynamical effects  
radiation reaction affects only high-energy particles 
current layer compression



conclusions
• exciting times for studying relativistic collisionless 

reconnection 

• reconnection is efficient particle accelerator, 
however, hard power laws are not optimal for 
astrophysical applications 

• reconnection naturally produces rapid variability of 
synchrotron radiation 

• details depend on the setup (Harris, ABC, etc), 
which is the most realistic initial configuration?


