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Astrophysical reconnection 
  

•  Solar and stellar flares 

•  Pulsar magnetospheres, winds, PWNe 
 

•  AGN (e.g., blazar) jets, radio-lobes 

•  Gamma-Ray Bursts (GRBs) 
 

•  Magnetar flares 

Crab 

M87 
GRB 



Impulsive flare timescales 

•  Hard x-ray and radio 
fluxes 
–  2002 July 23 X-class flare 
–  Onset of 10’s of seconds 
–  Duration of 100’s of 

seconds.  

RHESSI and NoRH Data 

(White et al., 2003) 



RHESSI  
observations  

•  July 23 γ-ray flare 
(Holman, et al., 2003) 

•  Double power-law fit 
with spectral indices: 

     1.5 (34-126 keV) 
     2.5 (126-300 keV) 



RHESSI occulted flare observations 

•  Observations of a December 31, 2007, occulted flare 
–  A large fraction of electrons in the flaring region are part of the 

energetic component (10keV to several MeV) 
–  The pressure of the energetic electrons approaches that of the 

magnetic field 
–  Remarkable! 

30-50keV 

17GHz 

Krucker et al 2010 



Energy release during reconnection 
   

•  The change in magnetic topology for reconnection takes 
place in the “diffusion” region 
–  A very localized region around the x-line  
–  This is not where significant magnetic energy is released 

•  Energy release primarily takes place downstream of the x-
line where newly-reconnected field lines relax their tension 

•  Mechanisms for particle heating and energization can not 
be localized in the “diffusion region”  



Basic mechanisms for particle energy gain 
during reconnection 

•  In the guiding center limit 

•  Curvature drift 
–  Slingshot term (Fermi reflection) increases the parallel energy 

•  Grad B drift 
–  Betatron acceleration increases perpendicular energy – µ conservation 
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Electron heating during reconnection 
•  Carry out 2-D PIC simulations of electron-proton system with a weak 

and strong guide fields (0.2 and 1.0 times the reconnection field) 
–  819.2di x 409.6di 
–  Compare all of the heating mechanisms 
–  Dahlin et al ‘14 

di =
c
! pi



Electron heating mechanisms: weak guide field 

•  Slingshot term dominates (Fermi reflection) 
•  Parallel electric field term small – a surprise 
•  Grad B term is an energy sink 

–  Electrons entering the exhaust where B is low lose energy because 
µ is conserved. 

– 15 –

Fig. 3.— Total heating in simulation A (bg = 0.2). Black indicates the total heating: the

solid line is the time variation of the electron thermal energy, the dashed line is the sum of

the terms on the right side of eq. 5.



Electron heating mechanisms: strong guide field 
•  Fermi and parallel electric field term dominate 

–  Longer current layers where             with a guide field  

– 16 –

Fig. 4.— Total heating in simulation B (bg = 1.0). The color scheme is the same as in Fig.

3. In contrast to Fig. 3, the curvature and E� terms are comparable in magnitude.

E|| ! 0



Spatial distribution of heating rate from Fermi 
reflection 

•  Electron heating rate from Fermi reflection  
–  Fills the entire exhaust 
–  Not localized to narrow boundary layers 

the heating and cooling in island cores result in little net
heating, as can be seen, for example, inside the island at
x ! 165 at t¼ 80.

Figure 10 shows N for EkJk at t¼ 100 from simulation
B. The dominant heating occurs near the primary X-lines at
x ! 30 and 100 as well as the secondary X-lines (due to
island mergers) at x ! 150 and 190. Inside the islands, there
is net cooling. Many of the small scale fluctuations in the
EkJk term correspond with electron holes, which are driven
by electron beams generated near the X-line.9 Because they
tend to appear as bipolar structures in the heating term, they
produce little net heating.

A number of the islands exhibit dipolar heating: the cur-
vature term makes positive and negative contributions (red
and blue) at the opposite ends of an island. Figure 11 exhibits
this behavior. The island on the right drives heating due to
Fermi reflection at both ends, and the plot of vx shows large
inward flows indicating island contraction. By contrast, the

island on the left has dipolar heating. The entire island is
moving in the #x direction. In the simulation frame, particles
see receding field lines at the left end of the island and lose
energy in a reflection. Equivalently, uE $ j < 0. However,
the magnitude of the velocity at the right end is greater than
that at the left, so the cooling at the left end is more than off-
set by the heating at the right: N shows that the total heating
across the island is positive. This is ultimately an issue of
frame-dependence: in the frame of the island, both ends are
contracting towards the center so that uE $ j > 0.

V. SIMULATION RESULTS: ELECTRON SPECTRA

During reconnection with a strong guide field, which is
expected to be the generic regime in most space and astro-
physical systems, the dominant mechanisms for electron
acceleration are the parallel electric field and Fermi reflection
associated with the curvature drift, both of which accelerate
electrons parallel to the local magnetic field. An important
question, therefore, is whether the energetic component of the
spectrum exhibits the strong anisotropy that is reflected in the
moments Tk and T? in Fig. 4. Figure 12 shows electron spec-
tra for the momenta parallel and perpendicular to the magnetic
field. These spectra are taken from a simulation with the same
initial conditions as in simulation B but in a larger domain
Lx % Ly ¼ 819:2% 409:6 carried out to t¼ 400. The larger
simulation produces much better statistics in the particle spec-
tra compared with simulation B shown earlier. In the parallel
momentum, a clear nonthermal (that is, non-Maxwellian) tail
develops by t¼ 50 and continues to strengthen until the end of
the simulation. The perpendicular momentum also develops a
nonthermal tail, but with an intensity that is smaller by more
than two orders of magnitude. We note that these energetic
spectra do not form power laws, which are not expected in
periodic simulations that lack a loss mechanism.11

It is hence clear that the dominant nonthermal accelera-
tion occurs in the parallel component and the anisotropy sur-
vives over long periods of time as the simulation develops. An
important question is what mechanism causes the perpendicu-
lar heating of energetic electrons. If the magnetic moment

FIG. 10. The spatial distribution of the rate of parallel electron heating at
t ¼ 100X#1

ci from the strong guide field simulation (above) and its spatially
integrated value N. The dominant heating is from the current layers around
the X-lines, while the contribution from electron holes in the islands appears
to cause electron cooling.

FIG. 11. The effect of island motion on heating from the curvature drift from
the strong guide field simulation at t ¼ 120X#1

ci . The top panel shows the heat-
ing from the curvature drift, the middle panel shows its spatially integrated
contribution N, and the bottom panel shows the horizontal bulk flow vx.

FIG. 9. Plots of the heating from the curvature-drift and its spatially inte-
grated contribution N (see Eq. (8)) from the weak guide field simulation at
t ¼ 50X#1

ci and 80X#1
ci . For each time, the top half shows the spatial distribu-

tion and the bottom half shows its integrated contribution N.
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Acceleration mechanism for highest energy 
electrons 

•  Fermi reflection dominates energy gain for highest energy 
electrons 

 
–  Where                 

•  Recent simulations of pair and relativistic reconnection also 
see the dominance of Fermi reflection (Guo et al ’14, Sironi 
and Spitkovsky ‘14) 
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Transition to strong guide field reconnection 

•  Carried out a scaling study with guide field to determine 
electron acceleration mechanisms 



Electron spectral anisotropy 
•  The dominant acceleration mechanisms accelerate 

electrons parallel to the local magnetic field – Fermi 
slingshot and E|| 
–  Extreme anisotropy in the spectrum of energetic electrons 
–  More than a factor of 102 

–  What limits the anisotropy? 
–  Do not see powerlaw distributions 

solid – parallel 
dashed - perp 

t 



What about powerlaws in low beta systems? 

•  It has been suggested that powerlaws are produced in 
reconnection in electron-ion systems with low initial beta 
(Li et al 2015) 
–  The powerlaw is a consequence of superimposing high energy 

particles within the magnetic island with the upstream distribution 
–  There does not appear to be a local powerlaw 



A measure of particle acceleration efficiency 
•  A measure of the rate of energy release and particle 

acceleration is the parameter 

–  Dominantly positive and a reconnecting system and negative in a 
dynamo systems 

–  The dominance of positive values establishes that particle 
acceleration is a first order Fermi mechanism 
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Particle acceleration in 3D reconnection 
•  In a 3D system with a guide field magnetic reconnection 

becomes highly turbulent  
–  No magnetic islands 
–  Chaotic field line wandering and associated particle motion 

•  What about particle acceleration? 

Figure 5.3: Contours of Jez in the 2D simulation tΩci = 50. A 3D visualization of

the equivalent isosurface with a level 15% of the maximum current density is shown

for the upper current sheet. The structure is laminar, consisting of simple 2D flux

ropes (islands).

86

Figure 5.2: Isosurface of Jez in the 3D simulation tΩci = 50. The isosurface level is

60% of the maximum current density (a 2D slice of the same quantity is shown on

the bottom). The current is filamentary, exhibiting significant 3D structure.
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Energetic electron spectra in 3D reconnection 

•  The rate of energetic electron production is greatly 
enhanced in 3D 
–  The number of energetic electrons increases by more than an order 

of magnitude 
–  The rate of electron energy gain continues robustly at late time 

with no evidence for saturation as in the 2D model. Why?  

in 2D systems (where d=dz ¼ 0, as in Ref. 19). We show
that this occurs because the complex 3D magnetic fields ena-
ble the most energetic particles to continually access
volume-filling acceleration sites rather than being confined
to a single magnetic island that no longer accelerates par-
ticles once it has fully contracted. We also examine the
energy dependence of the dominant Ek and Fermi accelera-
tion mechanisms and find that Fermi reflection is the primary
accelerator of the energetic electrons.

We explore particle acceleration via simulations using
the massively parallel 3D particle-in-cell (PIC) code p3d.29

Particle trajectories are calculated using the relativistic
Newton-Lorentz equation, and the electromagnetic fields are
advanced using Maxwell’s equations. The time and space
coordinates are normalized, respectively, to the proton cyclo-
tron time X"1

ci ¼ mic=eB and inertial length di ¼ c=xpi. The
grid cell width is de=4, where de ¼ di

ffiffiffiffiffiffiffiffiffiffiffiffiffi
me=mi

p
is the electron

inertial length. The time step is dt ¼ 0:01X"1
ci ¼ 0:25X"1

ce ,
where Xce ¼ ðmi=meÞXci is the electron cyclotron frequency.

We focus on a 3D simulation with dimensions Lx % Ly
%Lz ¼ 51:2di % 25:6di % 25:6di and an analogous 2D

simulation with Lx % Ly ¼ 51:2di % 25:6di. These simula-
tions use an artificial proton-to-electron mass ratio mi=me

¼ 25 in order to reduce the computational expense.
Simulations with differing mass-ratios and domains are pre-
sented to demonstrate the generality of the results.

All simulations are initialized with a force-free configu-
ration and use periodic boundary conditions. This is chosen
as the most generic model for large-scale systems such as the
solar corona where the density jump between the current
layer and upstream plasma is not expected to be important.
The magnetic field is given by: Bx ¼ B0tanhðy=w0Þ and
Bz ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2B2

0 " B2
x

p
, corresponding to an asymptotic guide field

Bz1 ¼ Bx1 ¼ B0. We include two current sheets at y ¼
Ly=4 and 3Ly=4 to produce a periodic system, and
w0 ¼ 1:25de. This initial configuration is not a kinetic equi-
librium, which would require a temperature anisotropy,30 but
is in pressure balance.

The 3D simulations use at least 50 particles per cell for
each species, and the 2D simulations use 1600 particles per
cell. The initial electron and proton temperatures are iso-
tropic, with Te ¼ Ti ¼ 0:25mic2A, and the initial density n0
and pressure p are constant so that b ¼ 8pp=B2 ¼ 0:5. The
speed of light is c ¼ 3cA

ffiffiffiffiffiffiffiffiffiffiffiffiffi
mi=me

p
, where cA ¼ B0=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pmin0

p
.

Reconnection develops from particle noise via the tear-
ing instability, generating interacting flux ropes that grow and
merge until they reach the system size at tXci & 50. The mac-
roscopic evolution of the 2D and 3D systems is similar at this
point, though the 2D simulation has released roughly 15%
more magnetic energy. Fig. 1 shows an isosurface of one
component of the electron current density Jez at tXci ¼ 50 in
the 3D simulation. The current exhibits filamentary structure
that develops from instabilities with kz 6¼ 0 that are prohibited
in 2D reconnection simulations.25

In Fig. 2, energy spectra are shown for a variety of simu-
lations in 2D and 3D with differing domain sizes and mass
ratios. The spectra reveal significant electron acceleration in

FIG. 1. Isosurface of Jez at tXci ¼ 50. The isosurface level is 60% of the maxi-
mum current density (a 2D slice of the same quantity is shown on the bottom).

FIG. 2. (a)–(c) Global electron energy
spectra. The 3D simulation dimensions
Lx % Ly % Lz are: (a) 102:4 % 51:2
%25:6, (b) 51:2 % 25:6 % 12:8, and (c)
51:2 % 25:6 % 25:6. Dotted lines indi-
cate initial spectra, solid lines in (b)–(d)
correspond to t¼ 50. Dashed and solid
lines in (a) correspond to t¼ 50 and
t¼ 125, respectively. (d) Average elec-
tron energization rate vs. energy for the
3D simulation shown in (c).

100704-2 Dahlin, Drake, and Swisdak Phys. Plasmas 22, 100704 (2015)

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
129.2.106.4 On: Tue, 20 Oct 2015 14:56:19

in 2D systems (where d=dz ¼ 0, as in Ref. 19). We show
that this occurs because the complex 3D magnetic fields ena-
ble the most energetic particles to continually access
volume-filling acceleration sites rather than being confined
to a single magnetic island that no longer accelerates par-
ticles once it has fully contracted. We also examine the
energy dependence of the dominant Ek and Fermi accelera-
tion mechanisms and find that Fermi reflection is the primary
accelerator of the energetic electrons.

We explore particle acceleration via simulations using
the massively parallel 3D particle-in-cell (PIC) code p3d.29

Particle trajectories are calculated using the relativistic
Newton-Lorentz equation, and the electromagnetic fields are
advanced using Maxwell’s equations. The time and space
coordinates are normalized, respectively, to the proton cyclo-
tron time X"1

ci ¼ mic=eB and inertial length di ¼ c=xpi. The
grid cell width is de=4, where de ¼ di

ffiffiffiffiffiffiffiffiffiffiffiffiffi
me=mi

p
is the electron

inertial length. The time step is dt ¼ 0:01X"1
ci ¼ 0:25X"1

ce ,
where Xce ¼ ðmi=meÞXci is the electron cyclotron frequency.

We focus on a 3D simulation with dimensions Lx % Ly
%Lz ¼ 51:2di % 25:6di % 25:6di and an analogous 2D

simulation with Lx % Ly ¼ 51:2di % 25:6di. These simula-
tions use an artificial proton-to-electron mass ratio mi=me

¼ 25 in order to reduce the computational expense.
Simulations with differing mass-ratios and domains are pre-
sented to demonstrate the generality of the results.

All simulations are initialized with a force-free configu-
ration and use periodic boundary conditions. This is chosen
as the most generic model for large-scale systems such as the
solar corona where the density jump between the current
layer and upstream plasma is not expected to be important.
The magnetic field is given by: Bx ¼ B0tanhðy=w0Þ and
Bz ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2B2

0 " B2
x

p
, corresponding to an asymptotic guide field

Bz1 ¼ Bx1 ¼ B0. We include two current sheets at y ¼
Ly=4 and 3Ly=4 to produce a periodic system, and
w0 ¼ 1:25de. This initial configuration is not a kinetic equi-
librium, which would require a temperature anisotropy,30 but
is in pressure balance.

The 3D simulations use at least 50 particles per cell for
each species, and the 2D simulations use 1600 particles per
cell. The initial electron and proton temperatures are iso-
tropic, with Te ¼ Ti ¼ 0:25mic2A, and the initial density n0
and pressure p are constant so that b ¼ 8pp=B2 ¼ 0:5. The
speed of light is c ¼ 3cA

ffiffiffiffiffiffiffiffiffiffiffiffiffi
mi=me

p
, where cA ¼ B0=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pmin0

p
.

Reconnection develops from particle noise via the tear-
ing instability, generating interacting flux ropes that grow and
merge until they reach the system size at tXci & 50. The mac-
roscopic evolution of the 2D and 3D systems is similar at this
point, though the 2D simulation has released roughly 15%
more magnetic energy. Fig. 1 shows an isosurface of one
component of the electron current density Jez at tXci ¼ 50 in
the 3D simulation. The current exhibits filamentary structure
that develops from instabilities with kz 6¼ 0 that are prohibited
in 2D reconnection simulations.25

In Fig. 2, energy spectra are shown for a variety of simu-
lations in 2D and 3D with differing domain sizes and mass
ratios. The spectra reveal significant electron acceleration in

FIG. 1. Isosurface of Jez at tXci ¼ 50. The isosurface level is 60% of the maxi-
mum current density (a 2D slice of the same quantity is shown on the bottom).

FIG. 2. (a)–(c) Global electron energy
spectra. The 3D simulation dimensions
Lx % Ly % Lz are: (a) 102:4 % 51:2
%25:6, (b) 51:2 % 25:6 % 12:8, and (c)
51:2 % 25:6 % 25:6. Dotted lines indi-
cate initial spectra, solid lines in (b)–(d)
correspond to t¼ 50. Dashed and solid
lines in (a) correspond to t¼ 50 and
t¼ 125, respectively. (d) Average elec-
tron energization rate vs. energy for the
3D simulation shown in (c).
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Impact of 3-D dynamics on particle acceleration 
•  In 3-D field lines can wander so particles are not trapped 

within islands 
•  Electrons gain energy anywhere in the reconnecting volume 

where magnetic field lines are locally relaxing their tension 

3D 

2D 

Dahlin et al ’15 

Electrons with γ > 1.5 



Electron spectra in 2D versus 3D 

•  3D simulation with domain 
size 102.4dix51.2dix25.6di 

•  The number of energetic 
electrons increases by an 
order of magnitude 
–  High velocity electrons 

continue to sample energy 
release sites rather than being 
trapped in islands 

•  Ion heating reduced in 3D 
•  No difference between 

particle acceleration 2D and 
3D in pair simulations 
–  Particle and exhaust 

velocities are comparable 

in 2D systems (where d=dz ¼ 0, as in Ref. 19). We show
that this occurs because the complex 3D magnetic fields ena-
ble the most energetic particles to continually access
volume-filling acceleration sites rather than being confined
to a single magnetic island that no longer accelerates par-
ticles once it has fully contracted. We also examine the
energy dependence of the dominant Ek and Fermi accelera-
tion mechanisms and find that Fermi reflection is the primary
accelerator of the energetic electrons.

We explore particle acceleration via simulations using
the massively parallel 3D particle-in-cell (PIC) code p3d.29

Particle trajectories are calculated using the relativistic
Newton-Lorentz equation, and the electromagnetic fields are
advanced using Maxwell’s equations. The time and space
coordinates are normalized, respectively, to the proton cyclo-
tron time X"1

ci ¼ mic=eB and inertial length di ¼ c=xpi. The
grid cell width is de=4, where de ¼ di

ffiffiffiffiffiffiffiffiffiffiffiffiffi
me=mi

p
is the electron

inertial length. The time step is dt ¼ 0:01X"1
ci ¼ 0:25X"1

ce ,
where Xce ¼ ðmi=meÞXci is the electron cyclotron frequency.

We focus on a 3D simulation with dimensions Lx % Ly
%Lz ¼ 51:2di % 25:6di % 25:6di and an analogous 2D

simulation with Lx % Ly ¼ 51:2di % 25:6di. These simula-
tions use an artificial proton-to-electron mass ratio mi=me

¼ 25 in order to reduce the computational expense.
Simulations with differing mass-ratios and domains are pre-
sented to demonstrate the generality of the results.

All simulations are initialized with a force-free configu-
ration and use periodic boundary conditions. This is chosen
as the most generic model for large-scale systems such as the
solar corona where the density jump between the current
layer and upstream plasma is not expected to be important.
The magnetic field is given by: Bx ¼ B0tanhðy=w0Þ and
Bz ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2B2

0 " B2
x

p
, corresponding to an asymptotic guide field

Bz1 ¼ Bx1 ¼ B0. We include two current sheets at y ¼
Ly=4 and 3Ly=4 to produce a periodic system, and
w0 ¼ 1:25de. This initial configuration is not a kinetic equi-
librium, which would require a temperature anisotropy,30 but
is in pressure balance.

The 3D simulations use at least 50 particles per cell for
each species, and the 2D simulations use 1600 particles per
cell. The initial electron and proton temperatures are iso-
tropic, with Te ¼ Ti ¼ 0:25mic2A, and the initial density n0
and pressure p are constant so that b ¼ 8pp=B2 ¼ 0:5. The
speed of light is c ¼ 3cA

ffiffiffiffiffiffiffiffiffiffiffiffiffi
mi=me

p
, where cA ¼ B0=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pmin0

p
.

Reconnection develops from particle noise via the tear-
ing instability, generating interacting flux ropes that grow and
merge until they reach the system size at tXci & 50. The mac-
roscopic evolution of the 2D and 3D systems is similar at this
point, though the 2D simulation has released roughly 15%
more magnetic energy. Fig. 1 shows an isosurface of one
component of the electron current density Jez at tXci ¼ 50 in
the 3D simulation. The current exhibits filamentary structure
that develops from instabilities with kz 6¼ 0 that are prohibited
in 2D reconnection simulations.25

In Fig. 2, energy spectra are shown for a variety of simu-
lations in 2D and 3D with differing domain sizes and mass
ratios. The spectra reveal significant electron acceleration in

FIG. 1. Isosurface of Jez at tXci ¼ 50. The isosurface level is 60% of the maxi-
mum current density (a 2D slice of the same quantity is shown on the bottom).

FIG. 2. (a)–(c) Global electron energy
spectra. The 3D simulation dimensions
Lx % Ly % Lz are: (a) 102:4 % 51:2
%25:6, (b) 51:2 % 25:6 % 12:8, and (c)
51:2 % 25:6 % 25:6. Dotted lines indi-
cate initial spectra, solid lines in (b)–(d)
correspond to t¼ 50. Dashed and solid
lines in (a) correspond to t¼ 50 and
t¼ 125, respectively. (d) Average elec-
tron energization rate vs. energy for the
3D simulation shown in (c).
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Transition from 2D to 3D reconnection 

•  Carried out simulations with varying lengths in the out-of-
plane direction 
–  Sharp transition from 2D to 3D for length in out-of-plane direction 

above a critical value 



An upper limit on energy gain during reconnection 

•  Magnetic reconnection dominantly increases the parallel 
energy of particles, depending on the degree of magnetization 
–  Traditional limits in which particle energy gain is balanced by 

synchrotron loss yield upper limits on photons of around 160MeV 
–  Photon energies above this are seen in the Crab flares 
–  Spectral anisotropy can change these limits 

•  An true upper limit on energy comes from a balance between 
the energy gain due to the magnetic slingshot (~ γ/R) and the 
particle radiation due to its motion along the curved field line 
(~ γ4/R2) 

 
–  Where                             is the classical electron radius and R is the 

field line radius of curvature. 
–  For the Crab flares this limit yields electron energies of 1015eV 

! < R / Rc( )1/3

Rc = e
2 /mc2



Fermi acceleration in contracting and merging 
islands 

•  Area of the island Lw is preserved 
           
•  Magnetic field line length L decreases 
•  Parker’s transport equation 

•  Retaining anisotropy is critical for reconnection 
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Energy gain in a bath of merging islands 

•  Total area preserved
•  Magnetic flux of largest island is 

preserved  
•  Particle conservation laws 

 p|| L 
•  Field line shortening drives energy gain 

 
–  No energy gain when isotropic 

µ = p!
2 / 2mB

dp||
2

dt
~ 2 0.1cA

r1 + r2
p||
2

dp!
2

dt
~ " 0.1cA

r1 + r2
p!
2 !

!



Particle acceleration in a multi-island 
reconnecting system 

•  Average over the merging of a bath of magnetic islands 
•  Kinetic equation for                  with ζ = p||/p 

–  Equi-dimensional equation – no intrinsic scale 
–   powerlaw solutions 
–  The drive term without the loss term describes our simulations very well 
–  We can calculate energy gain in reconnecting systems 
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Energetic particle distributions 

•  Solutions in the strong drive limit – balance between drive and loss 
–  Typically heating time short compared with loss time  

•  Pressure of energetic particles rises until it is comparable to the 
remaining magnetic energy 
–  Equipartitian  
–  Powerlaw solutions for the particle flux  

•  Non-relativistic 

•  Relativistic 

•  These distributions are the upper limits so that the energy integrals 
do not diverge 
–  Harder spectra must have a limited range in energy  
 

 
 

 
 

j ~ p2 f (p) ~ p!3 ~ E!1.5

j ~ E!2



Powerlawspectra from reconnection 

•  Under what conditions do we expect 
powerlaws during reconnection? 
–  With electron-proton reconnection in non-

relativistic regime in periodic systems do 
not see powerlaws 

•  Need loss mechanism to balance source to obtain 
powerlaws? 

•  Powerlaws develop in magnetically 
dominated plasmas. Why?  

–  Powerlaws with indices p < 2 must have 
limited range in energy so the total 
integrated energy remains finite 

•  Does a limited range powerlaw with index p < 2 
make sense? 

! = B2 / 4"n(mi +me )c
2 >>1

4

Fig. 3.— Temporal evolution of particle energy spectrum, from a
2D simulation of σ = 10 reconnection. The spectrum at late times
resembles a power-law with slope p = 2 (dotted red line), and it
clearly departs from a Maxwellian with mean energy (σ + 1)mc2

(dashed red line, assuming complete field dissipation). In the inset,
dependence of the spectrum on the magnetization, as indicated in
the legend. The dotted lines refer to power-law slopes of −4, −3,
−2 and −1.5 (from black to green).

Fig. 4.— Temporal evolution of particle energy spectrum, from
a 3D simulation of σ = 10 reconnection. The spectra from two 2D
simulations with in-plane (out-of-plane, respectively) anti-parallel
fields are shown with red dotted (dashed, respectively) lines. In
the inset, positron momentum spectrum along x (green), y (blue),
+z (red solid) and −z (red dashed), for 2D and 3D, as indicated.

nection region (more precisely, for |y| � 500 c/ωp), from
a 2D simulation with σ = 10.2 At the X-lines, more
than half of the initial magnetic energy is converted
into particle kinetic energy. Fig. 3 shows that a self-

2 In our spectra, we do not include the hot particles that were
initialized in the sheet to provide the pressure support against the
external magnetic field. With this choice, the late-time spectrum
is nearly independent from the current sheet initialization (S14).

consistent by-product of relativistic reconnection is the
generation of a broad non-thermal spectrum extending
to ultra-relativistic energies. For σ = 10, the spec-
trum at γ � 1.5 can be fitted with a power-law of slope
p ≡ −d logN/d log γ ∼ 2 (dotted red line).3 The spec-
trum clearly departs from a Maxwellian with mean en-
ergy (σ+1)mc2 (red dashed line, assuming complete field
dissipation). As shown in the inset of Fig. 3, the power-
law slope depends on the magnetization, being harder
for higher σ (p ∼ 1.5 for σ = 50, compare solid and
dotted green lines). The slope is steeper for lower mag-
netizations (p ∼ 4 for σ = 1, solid and dotted black
lines), approaching the result from earlier studies of non-
relativistic reconnection, that found poor acceleration ef-
ficiencies (Drake et al. 2010).
As described below, the power-law shape of the energy

spectrum is established as the particles interact with the
X-points, where they get accelerated by the reconnec-
tion electric field. After being advected into the major
islands shown in Fig. 1a, the particles experience a vari-
ety of other acceleration processes (Drake et al. 2006; Oka
et al. 2010), yet the power-law index does not apprecia-
bly change. As described in S14, the anti-reconnection
electric field between two merging islands plays a ma-
jor role for the increase in the spectral cutoff shown in
Fig. 3. For magnetizations σ � 10 that yield p � 2,
the increase in maximum energy is expected to termi-
nate, since the mean energy per particle cannot exceed
(σ + 1)mc2.4 For a power-law of index 1 < p < 2 start-
ing from γmin = 1, the maximum Lorentz factor should
saturate at γmax ∼ [(σ + 1)(2− p)/(p− 1)]1/(2−p).
So far, we have shown that 2D simulations of rela-

tivistic reconnection produce hard populations of non-
thermal particles. The validity of our conclusions may
be questioned if the structure of X-points in 3D is sig-
nificantly different from 2D. In particular, the DK mode
is expected to result in heating, not in particle acceler-
ation (Zenitani & Hoshino 2007). In Fig. 4 we follow
the temporal evolution of the particle spectrum in a 3D
simulation with σ = 10. We confirm the conclusions of
earlier studies (Zenitani & Hoshino 2008; Cerutti et al.
2013b), that the spectrum at early times is quasi-thermal
(black to cyan lines in Fig. 4), and it resembles the distri-
bution resulting from the DK mode (the red dashed line
shows the spectrum from a 2D simulation with out-of-
plane anti-parallel fields, to isolate the contribution of the
DK mode). As shown in §2, the DK mode is the fastest
to grow, but the sheet evolution at late times is con-
trolled by the tearing instability, in analogy to 2D simu-
lations with in-plane fields. The X-points formed by the
tearing mode can efficiently accelerate non-thermal par-
ticles, and the spectrum at late times (cyan to red lines
in Fig. 4) presents a pronounced high-energy power-law.
The power-law slope is p ∼ 2.3, close to the p ∼ 2 index of
2D simulations with in-plane fields. With respect to the
2D spectrum (dotted red line in Fig. 4), the normaliza-
tion and the upper energy cutoff of the 3D spectrum are
smaller, due to the lower reconnection rate (vrec � 0.02 c

3 The peak at γ � 1.5 contains the cold particles that are drifting
towards the sheet at the reconnection speed vrec � 0.08 c.

4 For σ � 10 (so, p � 2), the increase in maximum energy does
not stop, but it slows down at late times. As the islands grow
bigger they become slower, so the anti-reconnection electric field
during mergers gets weaker.
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Main Points 
•  Solar observations suggest that magnetic energy conversion 

into energetic electrons is extraordinarily efficient  
•  Fermi reflection and E|| are the main drivers of electron 

acceleration during reconnection 
–  Strong anisotropy of the energetic particle spectrum. What limits 

this anisotropy? 

•  Multi-x-line reconnection is required to produce the 
energetic component of the spectrum 
–  Powerlaw spectra require a loss mechanism (electron-proton) 
–  Powerlaw spectra seen in simulations in relativistic reconnection 

•  Results with spectral indices harder than 2 require further scrutiny 

 



Main Points 

•  The efficiency of energetic electron production in 3D 
increases dramatically compared with 2D 
–  Electrons can wander throughout the reconnecting domain to 

access sites of magnetic energy release  
–  No longer trapped within relaxed (contracted) magnetic islands as 

in 2D 

•  How are electrons confined within finite size regions 
where magnetic energy is being dissipated? 
–  Their transit time is much shorter than their energy gain time 
–  What controls the loss time of energetic particles in reconnection? 


