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Abstract Seismic wave transmission and digital image

correlation (DIC) are employed to study slip processes

along frictional discontinuities. A series of biaxial com-

pression experiments are performed on gypsum specimens

with non-homogeneous contact surfaces. The specimens

are composed of two blocks with perfectly mated contact

surfaces with a smooth surface with low frictional strength

on the upper half and a rough surface with high frictional

strength on the lower half. Compressional, P, and shear, S,

wave pulses were transmitted through the discontinuity

while digital images of the specimen surface were acquired

during the test. A distinct peak in the amplitude of trans-

mitted wave occurs prior to the peak shear strength and is

considered a ‘‘precursor’’ to the failure. Precursors indicate

that slip initiates from the smooth surface and extends to

the rough surface as the shear load is increased. From the

DIC data, slip is identified as a jump in the displacement

field along the fracture that initiates from the smooth sur-

face and propagates to the rough surface. Precursors are

associated with an increase in the rate of slip across the

discontinuity and are a measure of the reduction in the

fracture shear stiffness.

Keywords Seismic wave transmission � Digital image

correlation � Frictional discontinuity � Shear stiffness

1 Introduction

The strength and deformation behavior of rocks are sig-

nificantly influenced by the presence of discontinuities and

fractures in the rock mass. Shearing is a common mode of

failure in rock engineering and shear strength along dis-

continuities plays a major role in the stability of under-

ground structures and rock slopes. The frictional behavior

of rock joints has been of interest to many scientists and

engineers (e.g. Ladanyi and Archambault 1969; Jaeger

1971; Barton 1976; Barton and Choubey 1977; Byerlee

1978; Dieterich 1979; Jaeger et al. 2007).

The shear strength of rock joints depends on the level of

effective normal stress applied on the plane of sliding, the

rock type, the roughness of the joint surface, the size of the

joint (scale effect), and the environmental conditions (e.g.,

presence of water and pore pressure) (Byerlee 1978; Ku-

latilake et al. 1995; Brady and Brown 2004; Jaeger et al.

2007). Extensive research has been performed to evaluate

slip along fully persistent homogeneous discontinuities

with uniform frictional resistance. Although commonly

assumed to be uniform, slip along a discontinuity is non-

uniform and may not occur simultaneously along the entire

surface of the discontinuity (De Bremaecker 1987; Price

1988; Sibson 1989; Mutlu and Bobet 2006). Slip may

initiate from a region of low frictional resistance and

spread asymmetrically to regions with higher resistance

resulting in non-uniform normal and shear stress
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distributions along the discontinuity (Comninou and Dun-

durs 1983; Gorbatikh et al. 2001; Malanchuk 2011). In

faults and at large scales, slip distributions are often

asymmetric. Non-uniform slip distributions may be caused

by variations in frictional strength along a joint or fault,

non-uniform stress fields, inelastic deformations near fault

terminations and variations in the elastic modulus of the

host rock (Bürgmann et al. 1994). Also, careful observation

of some moderate earthquakes reveals that the size of the

nucleation region responsible for the earthquake is of

orders of magnitude smaller than the overall rupture sur-

face (Johnston et al. 1987; Lockner 1993). Therefore,

assuming a ‘‘uniform’’ frictional resistance along a dis-

continuity may not be appropriate and may result in an

unsafe design (Mutlu and Bobet 2005).

Active seismic monitoring, in particular compressional

and shear wave propagation, has been used as a successful

technique to observe local changes in the physical prop-

erties of a fracture (Hudson 1981; Yoshika and Scholz

1989; Pyrak-Nolte et al. 1990; Chen et al. 1993; Hildyard

et al. 2005, Nagata et al. 2008). In this work, the seismic

monitoring method uses an array of electronically activated

transducers to transmit ultrasonic waves through the rock

to an array of receivers. The seismic wave monitoring

technique provides a continuous and non-destructive way

to probe the internal structure of the rock. Seismically, a

fracture behaves as a low-pass filter that attenuates the

high-frequency components of the signal (King et al. 1986;

Pyrak-Nolte et al. 1990).

In the field of experimental fracture mechanics, a rel-

atively new technique called Digital Image Correlation

(DIC) has gained popularity in measuring surface defor-

mations. DIC directly computes the full-field surface

deformations by comparing the digital images taken

before and after deformation through digital image pro-

cessing and numerical computing (Chu et al. 1985; Liu

and Iskander 2004; Rechenmacher and Finno 2004;

Withers 2008; Orteu 2009; Pan et al. 2009; Sutton et al.

2009; Lin and Labuz 2013). DIC has a great potential for

evaluating slip by computing relative vertical displace-

ments along the discontinuity. In this paper, seismic wave

transmission measurements are coupled with the DIC

technique to monitor slip initiation and propagation pro-

cesses along discontinuities because active seismic mon-

itoring enables observations of the internal changes along

a frictional surface.

2 Digital Image Correlation

The DIC technique is a modern particle tracking method by

which the deformations of small regions of an image are

measured by comparing images at different instances of the

deformation process. The main assumption in DIC is that

the displacements of the image correspond to the dis-

placements of the object surface. By comparing the digital

images of the specimen, before and after deformation, DIC

provides the full-field displacement. Typically, imple-

mentation of the DIC method requires three steps: speci-

men surface preparation, image acquisition, and image

correlation.

In two-dimensional DIC, only one charge-coupled

device (CCD) camera is needed to acquire the digital

images during the experiment. Depending on the intensity

of light reflected from a point on the object surface, a cell

in the array of pixels embedded in the CCD camera stores

the grey-scale value light intensity of the point. The grey-

scale value of a single pixel in the reference image can be

found in thousands of other pixels in the deformed image.

Therefore, a single pixel is not uniquely identifiable. In the

so-called ‘‘matching process’’ in DIC, a neighborhood

around the pixel of interest, called a subset, with random

and unique grey-level intensities, is tracked between the

deformed and the reference images (Pan et al. 2009). A

region of interest (ROI) needs to be defined first in the

reference and deformed images. The ROI is then divided

into an evenly spaced grid and the displacement field is

calculated at each grid point. The concept of the typical

DIC correlation is schematically shown in Fig. 1. A square

subset of (2M ? 1) 9 (2M ? 1) pixels is chosen around

the point pðxi; yjÞ in the reference image and is used to

track its corresponding location in the following deformed

images. A correlation criterion is used in the matching

process in DIC to evaluate the similarity degree between

the reference and the deformed subsets.

Fig. 1 Schematic illustration of the reference and deformed subsets
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The most commonly used correlation criteria in DIC can

be divided into two groups: Cross Correlation criteria (CC)

and sum of square differences criteria (SSD) (Giachetti

2000; Tong 2005; Sutton et al. 2007; Pan et al. 2009).

Equation (1) describes the correlation coefficient using the

CC criterion and Eq. (2) defines the correlation coefficient

based on the SSD criterion.

CCCðd~Þ ¼
XM

i¼�M

XM

j¼�M

f ðxi; yjÞgðx0i; y0jÞ
h i

ð1Þ

CSSDðd~Þ ¼
XM

i¼�M

XM

j¼�M

f ðxi; yjÞ � gðx0i; y0jÞ
h i2

ð2Þ

where d~ denotes the displacement vector, M is the subset

half size, f ðxi; yjÞ is the pixel intensity at coordinate ðxi; yjÞ
of the reference subset in the reference image and gðx0i; y0jÞ
is the pixel intensity at the coordinate ðx0i; y0jÞ of the

deformed subset in the deformed image (Pan et al. 2009).

There are three different forms of the correlation crite-

rion: the original form [i.e. CC and SSD as shown in

Eq. (1) and (2)]; the normalized form (NCC and NSSD);

and the zero-normalized form (ZNCC and ZNSSD). The

zero-normalized form provides the most accurate noise-

proof performance because it is insensitive to the offset and

linear scale in the illumination lighting. It is worth noting

that the main difference between ZNCC and ZNSSD cri-

teria is the computational cost, which is higher for the

ZNSSD criteria than for the ZNCC criteria. The ZNCC

criterion is typically 20 % more computationally efficient

than the ZNSSD criterion and is commonly preferred for

image correlation (Giachetti 2000). The ZNCC criterion

was used in this study.

The matching process is performed by searching for the

extremum (minimum or maximum) position of the distri-

bution of the correlation coefficient. The coordinates of the

extremum position define the new position of the deformed

subset with respect to the reference subset’s center.

Figure 2 shows a distribution of the correlation coefficient

based on the CC criterion and demonstrates how the dis-

placement vector, d~, is obtained. The same procedure is

repeated for the other grid points in the ROI to obtain the

full-field displacement.

Two-dimensional DIC is suitable for in-plane deforma-

tion and strain measurements of a planar specimen surface.

Two-dimensional DIC only needs one fixed camera that is

placed perpendicular to the object surface and provides in-

plane surface deformations. If the object surface is curved

or contains a more complex displacement field, three-

dimensional DIC is better suited. It employs two cameras

and provides the three-dimensional displacement field of

the specimen surface, based on the principle of binocular

stereovision (Sutton et al. 2009).

The two-dimensional DIC technique is restricted to

planar surfaces with predominant in-plane deformations.

However, in actual experiments, out-of-plane deformations

are unavoidable and can occur due to several reasons such

as seating deformations, Poisson’s effect, deviations from

planarity, and specimen bending. In the two-dimensional

DIC measuring system, the out-of-plane motion of the

specimen results in changes in the magnification of the

recorded images and induces errors in the calculated in-

plane displacement field. Sutton et al. (2008) theoretically

demonstrated that the in-plane strain errors due to out-of-

plane translations are proportional to Dz=z, where Dz is the

out-of-plane displacement and z is the distance from the

object to the camera. This theoretical equation was

experimentally verified with rigid body out-of-plane

translation experiments (Sutton et al. 2008; Hedayat 2013).

Thus, to minimize the effect of out-of-plane motion on

two-dimensional DIC measurements, it is suggested that

either a standard lens is used and the distance between the

object and the lens is increased, or a telecentric lens is used

that provides a significantly higher effective lens–object

distance (Sutton et al. 2008).

3 Experiments

A series of biaxial compression experiments on gypsum

specimens were conducted to investigate the shearing

mechanism using active seismic monitoring and DIC

technique.

3.1 Specimen Preparation

The material used for the investigation is gypsum which

has been extensively used as a rock-model material in other

studies (Einstein and Hirschfeld 1970; Reyes and Einstein

Fig. 2 Correlation coefficient distribution and the matching process
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1991; Shen et al. 1995; Bobet and Einstein 1998; Mutlu

and Bobet 2006). Gypsum is used as the testing material

because it has rock-like properties, results in reproducible

samples, and can be prepared in a timely and economical

manner, and the experiment results can be easily compared

with previous findings.

Gypsum specimens were manufactured in the laboratory

and consisted of two independent prismatic blocks with

dimensions 152.4 mm (6 inch) length, 127 mm (5 inch)

wide and 50.8 mm (2 inch) thick. The gypsum material

was composed of a mixture of gypsum (Hydrocal B11 from

U.S. Gypsum Company), water, and diatomaceous earth,

with the following mass proportions: water/gypsum = 0.4;

water/diatomaceous earth = 35.

The contact surfaces were made by casting gypsum

against flat surfaces with different frictional characteristics.

Non-homogeneous contact surfaces were the main focus of

this study and consisted of a smooth surface with low

frictional strength on the upper half and a rough surface

with high frictional strength on the lower half. To produce

the non-homogeneous contact surfaces, a smooth plastic

sheet was placed on the upper half of a mold and sand-

paper, with grit #36 (530 lm), was placed on the lower half

of the mold (see Fig. 3). The mold was placed on a

vibrating table after filling with gypsum and then vibrated

for 5 min to remove any entrapped air. Once the first

gypsum block had hardened, a release agent (Product of

Dow Corning) was applied to the surface and then the

second block was cast against the contact surface of the

first block.

This created a two-piece assembly with a perfectly

mated interface. The mold release agent prevented

adhesion between the two blocks and vibration of each

single block and the two-block specimen assembly pre-

vented any entrapped air inside the specimen. After the

specimen was taken out of the mold, it was stored at room

temperature for 24 h, and then placed in an oven for curing

at a temperature of 40 �C for 4 days.

After curing the specimen, the sides of the gypsum

specimen were carefully polished to obtain flat, smooth and

perfectly planar surfaces. The planar surfaces enabled

uniform compression loading along the contact surface and

application of shear stress parallel to the interface, avoided

any stress concentration, and ensured a planar object sur-

face for accurate image correlation.

Image correlation required that the specimen surface had

a random speckle pattern and intensity distributions. The

final stage of the specimen preparation was to generate the

random speckle pattern by spray-painting the surface. The

paint deforms together with the surface.

Table 1 summarizes the mechanical and geophysical

properties of gypsum. Surface roughness measurements

were made over the entire area of each contact surface in

0.25-mm increments in two orthogonal directions using a

surface roughness profilometer. Figure 4 shows, individu-

ally, the surface roughness for the smooth portion and the

rough portion of a discontinuity in a non-homogeneous

specimen. The maximum variation in the height of asper-

ities for the smooth and rough surface areas was ±0.1 and

±0.4 mm, respectively. As observed in Fig. 4, the fabri-

cation process created homogeneous surfaces, where the

roughness was approximately uniformly distributed across

the surface. The asperity distribution is presented in Fig. 5,

which is a histogram of the frequency distribution of

asperity heights, and can be approximated by a normal

distribution for both the smooth and rough surfaces. What

is interesting is the size of the distribution, which can be

evaluated through the standard deviation. The smooth

surface has a very narrow distribution with a standard

deviation of 0.026 mm, while the rough surface has a much

wider distribution, with a much higher standard deviation,

0.129 mm.

Fig. 3 Mold used for non-homogeneous specimen preparation

Table 1 Gypsum properties

Properties Values

Density 1,560 kg/m3

Unconfined compressive strength 29.81 MPa

Young’s modulus 6,780 MPa

Poisson’s ratio 0.25

Average compressional wave velocity 3,230 m/s

Average shear wave velocity 1,910 m/s
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Fig. 4 Contour plot of surface roughness of the interface for a non-

homogeneous specimen consisting of a smooth (upper half) surface

(contour values in mm) and b rough (lower half) surface (contour

values in mm)
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Fig. 6 Experimental setup. a Biaxial compression apparatus.

b Schematic of the loading process
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3.2 Experimental Setup

Shear experiments were performed using a biaxial com-

pression apparatus that consisted of two independent

loading devices. A horizontal loading frame was used to

apply a normal stress to the specimen and a loading

machine to apply a shear stress. Figure 6a contains a

photograph of the experiment setup. The horizontal frame

was composed of a flatjack, loading platens that encase

specimen and sensors, steel rods, steel balls, and plates.

The flat jack was placed behind the steel plate and, as it

was pressurized, transmitted the pressure to the loading

plates and the specimen while the horizontal frame sup-

ported the reaction. A series of steel balls or rollers were

placed between the loading platen and the steel plate to

minimize the vertical friction and to ensure that the vertical

load was resisted solely by the interface between the

blocks. A spherical hinge was created by a wedge con-

nection between the vertical load and the top of the spec-

imen to ensure that the load was aligned with the specimen

without any undesired bending moments. Figure 6b is a

schematic of the loading apparatus. The experimental setup

ensures that the loads that were applied by the horizontal

frame and the loading machine were directly transferred to

the interface between the gypsum blocks. Compressional

and shear wave pulses were transmitted through the dis-

continuity while the normal and shear loads were applied to

the interface.

Special load platens were designed and fabricated to

house thirteen transducer pairs, as shown in Fig. 6a. Thir-

teen sources and 13 receivers were placed on the right and

the left side of the gypsum specimen, respectively. The

transducers were broadband with a central frequency of

1 MHz (Panametrics V103RM for P-waves and V153RM

for S-waves). Figure 7 shows the transducer layout that

was used for seismic measurements. In this setup, each

platen contained six S-wave transducers and seven P-wave

transducers. Four of the S-wave transducers (1S, 6S, 8S,

and 9S) were polarized in the direction of shear and two

(3S and 7S) were polarized perpendicular to the direction

of shear (Fig. 7). Seven P-wave transducers (2P, 4P, 5P,

10P, 11P, 12P, and 13P) were included to monitor changes

in normal stiffness. The solid black boxes next to the shear

wave transducers in Fig. 7 represent the polarization of the

shear waves generated by the transducers. The transducer

layouts for source and receiver platens are mirror images of

each other.

A pulser–receiver (Panametrics 5077PR) was used to

generate square wave pulses with 100 V magnitude with a

repetition rate of 5 kHz and a gain of ?10 dB. The spec-

imen assembly process was standardized to ensure

repeatability of seismic measurements. The transducers

were coupled to the surface of the specimens using oven-

baked honey (Busy Bee Honey) as the coupling medium.

The honey was dehydrated at 90 �C for 90 min to reduce

its water content. A thin adhesive plastic film was placed

on the surface of the specimen to prevent penetration of the

honey into the pores of the specimen. A series of repeat-

ability tests was performed with and without the thin

plastic film and it was observed that the plastic film had no

significant impact on any of the waveform properties. The

next step in the experimental setup was to apply a 1 MPa

normal stress to the specimen and platens that house the

transducers. The load was maintained for 4 h before testing

and the transducer signals were monitored to ensure that

the coupling between transducers and specimen reached a

stable condition. Considering the wave velocity of gypsum,

the wavelengths produced by the transducers were 3.2 mm

for P-waves and 1.9 mm for S-waves, respectively.

A fast LabView-controlled data acquisition system with

sampling rate of 20 Million samples/sec (or 0.05 micro-

seconds per point) recorded full waveforms in real time.

For each transducer, 30 transmitted signals were averaged

to increase the signal-to-noise ratio. The total time required

for the waveform acquisition through all 13 transducers

was 0.5 s (i.e. sampling rate of 2 Hz).

A Grasshopper (Point Grey) CCD camera with

2,448 9 2,048 effective square pixels recorded images

during the experiment at a rate of 4 frames/sec. The camera

remained in a fixed position with respect to the specimen

with the optical axis perpendicular to the specimen surface.

A 75-mm focal length lens (Model HF75SA1 Fujinon) was

used to image the entire 150 mm height of the specimen in

focus. The spatial resolution of the imaging system was

80 lm/pixel. The FlyCapture� SDK software was used for

controlling the camera and image acquisition. The match-

ing process was performed on the acquired images and the

unit of measurement was pixel-based. To transfer the

measured values from pixel to the physical dimension, the

DIC correlated displacements were multiplied by the

Fig. 7 Experimental setup for seismic transducers
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spatial resolution value, 80 lm/pixel, to obtain the dis-

placements in the physical dimension.

As noted previously, out-of-plane deformations are

inevitable during the shear experiment. The camera was

mounted relatively far from the specimen (1.7 m) to min-

imize the effect of out-of-plane motions on the DIC mea-

surements. A three-dimensional DIC system was used to

evaluate the accuracy of the two-dimensional DIC tech-

nique and to determine the amount of out-of-plane defor-

mations during a shear experiment. The three-dimensional

DIC system used two cameras that enabled measurement of

all three components of the displacement vector on the

specimen surface. The maximum amount of out-of-plane

deformations during the shear experiment was Dz ¼ 0:1

mm. Considering the distance between the camera and the

specimen surface, z ¼ 1:7 m, the amount of induced strain

error in DIC measurements was equal to Dz=z � 5� 10�5,

which was in orders of magnitude smaller than the speci-

men strains. In addition, the displacements measured by the

two- and three-dimensional methods were compared and

an excellent agreement was found between the two meth-

ods denoting that the design of the equipment for two-

dimensional displacement measurements was adequate and

provided accurate measurements (Hedayat 2013).

4 Experimental Results

In the experiments, specimens were loaded in the biaxial

compression apparatus. The normal stress across the sur-

face was applied first and was held constant throughout the

duration of a test. Once the desired normal stress was

reached, the shear displacement was imposed at a constant

displacement rate of 8lm/sec until failure occurred. Two

linear variable differential transducers (LVDTs) placed on

top of the specimen recorded the vertical displacement of

the specimen while the load cell in the loading machine

recorded the applied shear load. Compressional and shear

wave pulses were transmitted through the discontinuity

while the shear load on the sample was increased and DIC

was employed to monitor the discontinuity by measuring

the in-plane surface displacements.

Figure 8 contains graphs of shear stress versus shear

displacement for a homogeneous smooth, homogeneous

rough, and a non-homogeneous gypsum specimen, at a

normal stress of 2.3 MPa. The normal stress was kept

constant during the experiment and was monitored by a

pressure transducer. The shear displacements were mea-

sured with respect to the displacement required to reach the

peak shear strength to differentiate phenomena prior to and

after the peak shear strength. Positive values of shear dis-

placement denote post-peak displacements and negative

values denote pre-peak displacements.

The data at small shear stresses, i.e. 0–0.5 MPa, are

indicative of initial seating deformations caused by the

loading machine. After the initial seating deformation, the

shear stress showed a steep increase with shear displace-

ment until it reached the peak shear strength. Specimens

with homogeneous rough and homogeneous smooth con-

tact surfaces exhibited the largest and the smallest shear

strength, respectively. The peak shear strength data corre-

spond to peak friction angles of 38� and 50� for the

homogeneous smooth and rough specimens, respectively.

The greater the surface roughness of the contact surfaces,

the greater the shear strength of the interface.

The transmitted compressional and shear waves recor-

ded from transducers placed on the smooth surface of a

non-homogeneous interface during a shear experiment are

shown in Fig. 9a, b. The waveforms in Fig. 9 were mea-

sured with transducer pairs 4P and 9S at a given shear

displacement. As demonstrated in Fig. 8, negative values

of shear displacement denote pre-peak displacements and

positive values denote post-peak. No significant changes

were observed in either the arrival time or frequency

content of the recorded signals during the experiment.

However, significant changes of peak-to-peak amplitude

were observed during shearing. As a result, the peak-to-

peak amplitude of the transmitted waves, i.e. the difference

between the maximum and the minimum amplitudes of the

waveform, was used to study the interface behavior.

Figure 10 contains a graph of shear stress and normal-

ized peak-to-peak amplitudes of shear waves with respect

to shear displacement for a non-homogeneous contact

surface at a normal stress of 3 MPa. The figure shows

peak-to-peak amplitudes from four shear transducers,

0

0.5

1

1.5

2

2.5

3

-1 -0.5 0 0.5 1

S
he

ar
 s

tr
es

s 
(M

P
a)

Shear displacement (mm)

Homogeneous-smooth 

Homogeneous-rough
Non-homogeneous 

Peak shear 
strength

seating
deformations

Fig. 8 Shear stress displacement for a non-homogeneous specimen

with rn ¼ 2:3 MPa

Multi-Modal Monitoring of Slip

123



including 3S and 9S on the smooth surface and 1S and 8S

on the rough surface, normalized with respect to their

maximum values during shearing. Markers with an open

triangle pointing upwards are used for transducers placed

on the upper half of the specimen (smooth surface) while

triangular markers pointing downward represent transduc-

ers placed on the lower half (rough surface) of the

specimen.

The normalized shear wave amplitude exhibited an

increase as the shear load was transferred to the specimen.

A distinct peak in the normalized amplitude recorded on

the upper half of the interface, i.e. the smooth area,

occurred prior to the peak shear stress followed by a sig-

nificant drop as slip occurred. Similarly, a distinct peak in

the amplitude of the transmitted shear wave recorded on

the rough surface occurred prior to the peak shear stress.

Peaks in the normalized shear wave amplitude are very

specific attributes that are consistently observed prior to the

peak shear strength for homogeneous and non-homoge-

neous contact surfaces and so are taken as ‘‘precursors’’ to

failure of the frictional interface (Hedayat 2013). The

change of amplitude is related to the fracture stiffness and

the facture stiffness, as expected, increases with shear, but

at some point, reaches a maximum. Shearing of micron and

submicron asperities prior to failure is a likely source of the

increase in shear stiffness that gives rise to the observed

precursors.

A similar behavior, although more attenuated, was

observed in the P-wave data. The amplitude of the

P-waves, in contrast to those of the S-waves, did not

increase as the shear load was applied. P-waves provide a

measure of fracture’s normal stress while S-waves provide

a measure of fracture’s shear stress. The application of

shear load has a significant effect on the fracture’s shear

stiffness and therefore is more clearly observed by S-wave

transducers than P-wave transducers.

In experiments performed on specimens with homoge-

neous contact surfaces, precursors were observed to occur

between -0.2 and 0 mm before the peak shear strength of

the smooth surface and between -0.3 and -0.1 mm before

the peak shear strength of the rough surface. Due to the

close distance between precursors and failure of the smooth
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amplitudes for a non-homogeneous specimen with rn ¼ 3 MPa
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surface, and the larger distance between precursors and

failure of the rough surface, precursors can be used to

investigate the sequence of local slip events that occurred

along the interface even for a complex slip pattern. As seen

in Fig. 10, the precursors for the smooth surface were

observed around -0.45 mm of shear displacement while

the precursors for the rough surface around -0.22 mm.

Due to the smaller distance (i.e. -0.2 to 0 mm) between

the precursors and the peak shear strength of the smooth

surface, it is concluded that slip occurred first along the

smooth surface. The larger distance (i.e. -0.3 to -0.1 mm)

between the precursors and the peak shear strength of the

rough surface indicate that slip occurred later along the

rough surface.

DIC measurements can also be used to track slip along

the contact surface and to confirm the previous conclusion

of sequential slip observed in the seismic measurements. A

series of experiments was performed utilizing the active

seismic monitoring and the DIC technique. Figure 11

shows the results of an additional experiment performed on

a non-homogeneous contact surface at a normal stress of

3 MPa. Similar to the observations made on Fig. 10, seis-

mic precursors were observed prior to the failure of the

interface.

Figure 12 shows the sequence of vertical displacement

contours for two non-homogeneous specimens. Figure 12a

shows the sequence of vertical displacement contours for an

experiment in which the smooth surface was placed at the

top and the rough surface placed at the bottom. Figure 12b

shows the results of an experiment with the rough surface at

the top and the smooth surface at the bottom.

Slip is defined as the relative displacement across the

discontinuity or the interface. The displacement contours

consist of a series of color bands, each representing the

vertical displacement field at a given shear stress. Positive

values of vertical displacement indicate downward

movement.

Figure 12(a-1) shows the vertical displacement contours

when the precursors on the smooth surface occurred (at

45 % of the shear strength). A discontinuity in the vertical

displacement contour plot can be observed at the top of the

specimen [top of Fig. 12(a-1)], i.e. slip initiates in the

smooth area close to the application of the shear load. As

the shear load is increased to 65 % of the shear load, slip

further advances along the smooth area, as shown in

Fig. 12(a-2). This is the moment when precursors for the

rough surface were observed. At the peak shear load, slip

fully developed along the smooth area and propagated to

the rough area, as shown in Fig. 12(a-3).

Figure 12b shows the sequence of displacement con-

tours for the experiment with the rough surface at the top

and the smooth surface at the bottom. Slip initiated from

the smooth area at the bottom of the specimen and also

from the rough area, close to the application of the shear

load. Interestingly enough, as the shear load was increased,

slip further advanced along the smooth area, as shown in

Fig. 12(b-2). At the peak shear load, slip fully developed

along the smooth area and propagated to the rough surface,

as shown in Fig. 12(b-3).

To quantify the amount of slip as a function of position

along the interface, profiles of vertical displacement were

extracted from the displacement contours (Fig. 12a). As

mentioned earlier, the displacement measurement with DIC

involves matching subsets of images through a matching

process. This cannot be easily done at the interface because

of the large displacement gradient. Instead, two vertical

sections at a short distance (32 pixels or 2.56 mm away

from the interface) were selected to determine the slip

along the interface (these sections are indicated by the

vertical dashed lines in Fig. 12a).

Figure 13 shows slip along the interface as a function of

the imposed shear displacement. As already mentioned,

shear displacements were measured with respect to the

displacement required to reach the peak shear strength. Slip

was larger in the smooth area than in the rough area as

failure approached. Because the line series are indicative of

slip at equal shear displacement increments, they also

provide a measure of the rate of slip across the interface.

The rate of slip was considerably faster in the smooth

region than in the rough region.

To couple the geophysical observations with DIC mea-

surements, the normalized amplitude of shear wave trans-

ducers is compared with the corresponding slip from DIC

in Fig. 14. The seismic transducers are essentially
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Fig. 11 Shear stress displacement for a non-homogeneous specimen

with rn ¼ 3 MPa
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ultrasonic sensors that probe changes in the interface. Each

transducer only probes the area that is within its beam

diameter and lobe pattern. Thus, a comparison of the

transducer readings with vertical displacements is made for

locations on the specimen surface that corresponds to the

location (in terms of height) of the transducer pair. Slip, as

Fig. 12 Vertical displacement contours during the shear experiments

with a smooth surface on the top and rough surface on the bottom.

a-1 -0.5 mm (45% of peak load), a-2 -0.33 mm (65% of the peak

load), a-3 0 mm (Peak load); b rough surface on the top and smooth

surface on the bottom. b-1 45% of peak load, b-2 65% of the peak

load, b-3 Peak load
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a function of applied shear stress, is extracted from Fig. 13

at the location that is illuminated by the transducer. In

Fig. 14, normalized peak-to-peak amplitudes of the wave-

forms measured by transducer pair 9S on the smooth sur-

face and 8S on the rough surface are shown along with

their corresponding vertical displacements. In the figure,

the green arrows denote the change in rate of displacement

and are associated with the instant when slip starts at a

particular point, as observed in the DIC measurements. Slip

initiated first in the smooth surface and was concurrent

with the precursor from the seismic transducer. The

increase in the rate of slip occurred later for the rough

surface and was also associated with the corresponding

seismic precursor.

It is hypothesized that the changes observed in peak-to-

peak amplitude during shear were the result of local

mechanical changes of the frictional surface. The seismic

response of a fracture can be theoretically evaluated using

the displacement discontinuity model (Schoenberg 1980;

Pyrak-Nolte et al. 1990; Pyrak-Nolte 1996; Cook 1992;

Hildyard et al. 2005). In the model, a fracture is repre-

sented as a displacement discontinuity at the boundary

between two elastic half spaces, with negligible thickness

compared to the wavelength of the seismic waves. The

boundary conditions that describe the displacement dis-

continuity are (a) the stress across the boundary is con-

tinuous and (b) the displacements are discontinuous. The

magnitude of the displacement discontinuity is inversely

proportional to the specific stiffness of the fracture. Thus,

changes in the amplitude of transmitted waves are associ-

ated with changes in the specific stiffness of the disconti-

nuity. The fracture shear specific stiffness was computed

from the transmission coefficient T, using the relationship

(Pyrak-Nolte 1996):

js ¼
xqVs

2

Tj jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Tj j2

q ð3Þ

where q and Vs are the density and shear wave velocity of

the gypsum, respectively, and x is the angular frequency.

Equation (3) was used to calculate fracture shear specific

stiffnesses that are shown in Fig. 15. In the figure, the shear

specific stiffness for each transducer location is normalized

with respect to the transducer’s maximum value during
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shearing. The calculated maximum shear specific stiffness

for transducer 9S that sampled the smooth surface was 0.34

TPa/m, while the maximum shear stiffness of the rough

surface was 2.98 TPa/m based on transducer 8 measure-

ments. Interestingly, the fracture specific stiffness increases

with shear until it reaches a maximum (the precursor), after

which it decreases for both smooth and rough contact

surfaces. Thus, it is concluded that the precursors are

associated with changes in frictional characteristics of the

contact surfaces and are indicative of a significant reduc-

tion in fracture shear stiffness. This is further supported by

DIC measurements. Indeed, the static shear stiffness of a

fracture is defined as the ratio of an increment in the

contact shear stress to the corresponding increment in shear

displacement. The increase in the rate of slip indicates a

reduction in fracture shear stiffness.

5 Conclusions

This study used seismic wave transmission and digital

image correlation to understand the slip mechanisms along

frictional discontinuities. A number of biaxial compression

experiments were performed on gypsum specimens with

non-homogeneous contact surfaces. Distinct peaks in the

amplitude of the transmitted waves were observed prior to

the peak shear strength and were defined as ‘‘precursors’’ to

the failure. The precursors indicated that slip initiated at the

smooth surface and then extended to the rough surface, as

the shear load was increased. DIC measurements were also

used to track slip along the contact surface. Slip was

identified as a jump in the displacement field across the

discontinuity. The DIC measurements also confirmed that

slip initiated at the smooth surface and propagated to the

rough surface. Precursors were associated with an increase

of the rate of slip across the discontinuity and, as confirmed

by the DIC measurements, were linked to a reduction of the

fracture’s shear stiffness. Precursors have significant

potential for providing data on engineering properties of

fractures such as specific stiffness and for predictive

capabilities for early warning of failures (e.g., earthquakes)

and other instabilities due to shear failure of a frictional

discontinuity.
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