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ABSTRACT where Pn and Pw are the average pressures of nonwetting
and wetting phases, respectively; Pc is capillary pressure,Capillary pressure plays a central role in the description of water
and S is the wetting phase saturation. A schematic depic-flow in unsaturated soils. While capillarity is ubiquitous in unsaturated
tion of Pc vs. S curves is given in Fig. 1.analyses, the theoretical basis and practical implications of capillarity

This simple model is implicitly assumed to account forin soils remain poorly understood. In most traditional treatments of
capillary pressure, it is defined as the difference between pressures all effects and processes that influence the equilibrium
of phases, in this case air and water, and is assumed to be a function distribution of fluids, such as surface tension, presence
of saturation. Recent theories have indicated that capillary pressure of fluid–fluid interfaces, wettability of solid surfaces,
should be given a more general thermodynamic definition, and its grain size distribution, and microscale heterogeneities.
functional dependence should be generalized to include dynamic ef- All of these effects are essentially lumped into the Pc–S
fects. Experimental evidence has slowly accumulated in the past de- relationship. Moreover, this relationship and graphscades to support a more general description of capillary pressure that

similar to those depicted in Fig. 1 are obtained experi-includes dynamic effects. A review of these experiments shows that
mentally under equilibrium conditions. Thus, to obtainthe coefficient arising in the theoretical analysis can be estimated from
a drainage (or imbibition) curve, one starts with a wetthe reported data. The calculated values range from 104 to 107 kg
(or dry) soil sample, then the capillary pressure is in-(m s)�1. In addition, recently developed pore-scale models that simu-

late interface dynamics within a network of pores can also be used creased (or decreased) incrementally, and at each step
to estimate the appropriate dynamic coefficients. Analyses of experi- the water content is measured after equilibrium is
ments reported in the literature, and of simulations based on pore- reached. The time to equilibrium after each imposed
scale models, indicate a range of dynamic coefficients that spans about pressure increment ranges from a few hours to many
three orders of magnitude. To examine whether these coefficients days, depending on the soil type and saturation degree
have any practical effects on larger-scale problems, continuum-scale (see, e.g., Elrick, 1963; Stephens, 1995, p. 189). Thesimulators may be constructed in which the dynamic effects are in-

typical time needed to construct a complete capillarycluded. These simulators may then be run to determine the range of
pressure–saturation curve is weeks or longer. Now, thecoefficients for which discernable effects occur. Results from such
question arises whether such curves adequately describesimulations indicate that measured values of dynamic coefficients are
the relationship between Pn–Pw and S in drainage orwithin one order of magnitude of those values that produce significant

effects in field simulations. This indicates that dynamic effects may imbibition events with a time scale in the order of hours.
be important for some field situations, and numerical simulators for In fact, there is ample theoretical and experimental evi-
unsaturated flow should generally include the additional term(s) asso- dence that this simple relationship is not unique, but it
ciated with dynamic capillary pressure. depends on the flow dynamics—it depends on both the

history and the rate of change of saturation. The depen-
dence of capillary pressure–saturation curves on the his-

Capillarity plays a central role in the description of tory of flow is known as capillary pressure hysteresis;
multiphase (and unsaturated) flow in porous media. this is a well-known effect and has been the subject of

In quantitative modeling of multiphase flow, a relation- extensive investigations. The dependence of capillary
ship is needed to describe capillary pressure as a func- curves on the rate of change of saturation is due to dy-
tion of other medium properties. Although the underly- namic effects. It is much less known and is not quantified
ing processes that determine the distribution of fluid properly. The latter effect is the subject of this study.
phases in porous media are extremely complicated, the Another important parameter in the description of
main theoretical and practical tool currently used to unsaturated flow is relative permeability, which is also
quantify the capillary pressure function is an empirical considered to be a function of saturation. There are some
relationship between capillary pressure and saturation indications that the relative permeability–saturation re-
in the form (see, e.g., Bear and Verruijt, 1987): lationship also shows hysteresis effects and may depend

on the rate of change of saturation. These effects, how-Pn � Pw � Pc � f(S) [1]
ever, are less pronounced than in the case of capillary
pressure. It must be noted that the dynamic effect con-
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effect that may be significant even for small capillary
numbers, and is not present under steady-state flow, as
discussed later. Also we note that we are not addressing
the validity of Darcy’s Law that specifies a linear rela-
tionship between flow rate and pressure gradient. In
this paper, we assume that Darcy’s Law holds.

In this work, we first present a dynamic capillary
pressure–saturation relationship that has been obtained
in the framework of a macroscopic theory of porous
media flow developed by Hassanizadeh and Gray (1990).
Next, we give an overview of experiments reported in
the literature that include evidence of dynamic effects.
A review of some of the early works in this area has
been given by Wanna-Etyem (1982). Some of those works
are mentioned here too for the sake of completeness
and also because we analyze them differently. We argue
that abnormalities in soil characteristic curves observed
in various experiments can be explained by the new

Fig. 1. Typical quasistatic plot of capillary pressure vs. saturation.theory of dynamic capillary pressure presented here.
The magnitude of the new dynamic capillary pressure

and Feng, 1949; Dussan, 1987). In the case of two-phasecoefficient is determined from available data. Next, a
flow in a porous medium, three phases and three inter-dynamic pore-scale network model is employed to in-
faces are involved. These are typically a wetting phase,vestigate the link between macroscale dynamic effects
a nonwetting phase, and the solid phase, here denotedand pore-scale flow processes. Finally, the potential sig-
by superscripts w, n, and s. In addition, a typical interfacenificance of the dynamic effect on the redistribution of is denoted by ��, which may take on values wn, ws,moisture in unsaturated soil is investigated by means of and ns. The following results of the constitutive theory

a numerical model. It is shown that the dynamic effect for fluid pressures and for capillary pressure (Hassani-
can lead to significant retardation of infiltration fronts zadeh and Gray, 1993a) are of interest here:
as compared with the standard static capillary pres-
sure models. P� � (��)2�A�

���
� � w,n [2]

DYNAMIC CAPILLARY Pc � �S�w�Aw

�S
� (1 � S)�n�An

�S
� �

��

���

ε ��a��

�S � [3]
PRESSURE–SATURATION

RELATIONSHIP where A� is Helmholtz free energy of phase per unit
mass of phase, �� is mass of � phase per unit volumeThe standard relationship assumed between capillary
of � phase, ε is porosity, S is saturation of the wettingpressure and saturation is empirical in nature, and as
phase, a�� is area of �� interface per unit volume ofsuch, it lacks a firm theoretical foundation. To overcome
porous medium, ��� is interfacial tension of the �� inter-this deficiency, the definition of macroscopic capillary
face, and ��� denotes a summation over all interfaces.pressure must be developed in the framework of a sound

The definition (Eq. [2]) for fluid pressures is similarthermodynamic theory. To achieve this, one must pro-
to the one given in classical thermodynamics of singlevide macroscopic balance laws and appropriate constitu-
phases. The definition (Eq. [3]) for capillary pressure,tive relationships for interfacial as well as phase proper-
however, is new. Here, capillary pressure is defined toties of the porous medium. Such an approach has been
be equal to the change in the free energy of the systemdeveloped and successfully applied to the modeling of as a result of a change in the wetting phase saturation.two-phase flow (Hassanizadeh and Gray, 1990, 1993a,b; Accordingly, capillary pressure provides an indication

Gray and Hassanizadeh, 1991a,b). As a result, a thermo- of the tendency of the system to admit a change in
dynamic theory of two-phase flow in a porous medium the saturation of the wetting phase when temperature,
has been produced which has the aforementioned char- density, and porosity are held constant.
acteristics. The main constitutive hypothesis in this the- Equation [3] explains the spontaneity of an imbibition
ory is the dependence of the Helmholtz free energy process. According to this equation, and given the re-
functions for the phases and interfaces on state variables striction that capillary pressure has to be positive, the
such as mass density, temperature, saturation, porosity, free energy of the system must decrease for the satura-
interfacial area density, and the solid phase strain tensor. tion of the wetting phase to increase (i.e., for �S 	 0);
Explicit inclusion of interfaces and interfacial properties this would be a spontaneous process. On the other hand,
in the macroscale theory of two-phase flow is an essen- to decrease the wetting phase saturation (�S 
 0), the
tial characteristic of the new approach. Interfaces are energy of the system must be increased. This will not
known to have a significant role in determining the ther- be a spontaneous process, and it will be possible only

if external work is performed. In this approach, macro-modynamic state of the whole system (see, e.g., Kirkham
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scopic capillary pressure is thus defined solely as an place. If � is found to be small, equivalence between Pn �
Pw and Pc will be reestablished virtually instantaneouslyintrinsic property of the system and is not simply equal

to the difference in fluid phases pressures. Note that Pc after equilibrium is disturbed. Therefore, � behaves as
a capillary damping coefficient. If one employs the tradi-is only a measure of the tendency of the system to

undergo a change in saturation. Whether this change tional relation (Eq. [5]) for the definition of macroscopic
capillary pressure, one is implicitly assuming that anywill actually occur depends on initial and boundary con-

ditions, on the overall state of the system, and in particu- disturbances at equilibrium are eliminated almost in-
stantaneously. System dynamics such as these are proba-lar, on the pressure distribution of the two fluids. This

is mathematically stated by the residual entropy inequal- bly achieved only for porous media with good perme-
ability. As permeability decreases, the applicability ofity. It can be shown (Hassanizadeh and Gray, 1993a)

that the following combination of terms contributes to Eq. [5] at nonequilibrium will become suspect. In cases
where permeability of the medium to the wetting phasethe entropy production such that, in the absence of other

thermodynamic forces, one must have: is low, Eq. [5] will apply only at equilibrium or steady
state, and one probably needs to employ an equation
such as Eq. [6] to correctly model system dynamics.�εDsS

Dt
[(Pn � Pw) � (Pc)] � 0 [4]

It must be noted that Pc(S) in Eq. [5] and [6] may still
be a hysteretic function of saturation. In other words, thewhere DsS/Dt is the material time derivative of the wet-
dynamic term in Eq. [6] (or its other forms presentedting phase saturation observed when moving with the
below) does not account for hysteresis. Even the coeffi-solid phase. For a nondeforming porous medium, this
cient � may have a hysteretic character; having differ-derivative reduces to the partial time derivative of satu-
ent values at drainage and imbibition. This needs to beration �S/�t.
established experimentally. This theory has been re-In inequality (Eq. [4]), Pn � Pw is the resultant of
cently extended to include hysteretic effects in bothexternal forces causing the movement of fluids in the
Pc(S) and � by Beliaev and Hassanizadeh (2001). Theporous medium. This movement is opposed (or assisted)
extended theory has been investigated numerically byby capillary forces. Under equilibrium or steady-state
Beliaev and Schotting (2002).conditions (i.e., DsS/Dt � 0), the capillary forces will

For the purpose of studying experiments reported inbalance Pn � Pw so that one will have:
the literature, Eq. [6] is cast into a slightly different
form. The pressure difference Pn � Pw, which is thePn � Pw � Pc(S) [5]
commonly measured quantity, is denoted as Pc

dyn and
Inequality (Eq. [4]) indicates that if equilibrium is the equilibrium (or “static”) capillary pressure Pc is de-

disturbed such that Pn � Pw 	 Pc (e.g., because of a noted as Pc
stat so that Eq. [6] becomes:

decrease in Pw and/or an increase in Pn ), then DsS/Dt
must be negative; this corresponds to drainage taking Pc

dyn � Pc
stat � ��

�S
�t

[7]
place. On the other hand, if Pn � Pw 
 Pc, then DsS/Dt
must be positive; this corresponds to imbibition taking

where the material time derivative is approximated byplace. Only at equilibrium, when DsS/Dt � 0 and no
the partial time derivative. For unsaturated flow, wherechange in saturation is occurring, will Pn � Pw � Pc.
the air pressure is equal to the constant atmosphericObviously, the rate at which drainage or imbibition
pressure, this equation may be written in terms of thetakes place depends on the magnitude of the difference
water pressure head 
 � Pw/�g:(Pn � Pw) � Pc. For a linear theory, the following ap-

proximation for DsS/Dt may be given (Hassanizadeh

dyn � 
stat �

�

ε�g�
��

�t � [8]and Gray, 1993a)

where � � εS is volumetric water content, � is water�εDsS
Dt

� �(�)�1(Pn � Pw) � Pc(S)] [6]
mass density, and g is the gravity. In this work, variations
in water mass density and soil porosity are not consid-

where � (M L�1 T�1) is a material coefficient that may ered, and therefore, the terms capillary pressure and
still depend on saturation. Substitution of Eq. [6] in Eq. capillary head (or water gauge pressure head in the case
[4] will reveal that � must not be negative. Both the of unsaturated flow), and water saturation and water
general inequality (Eq. [4]) and the approximation (Eq. content, are used interchangeably. Thus, we may refer to
[6]) suggest that at a given point in the system and at soil characteristic curves as capillary pressure–saturation
any given time, saturation will change locally in order or capillary head–water content curves.
to restore equilibrium; that is, the equivalence between
Pn � Pw and Pc. OVERVIEW OF EXPERIMENTSEquation [6] suggests that if we were to plot Pn � Pw

as a function of saturation, the resulting curve would Equation [7] suggests that dynamic capillary pressure
also depend on DsS/Dt. The overview of experiments is larger than static capillary pressure in drainage and
in the next section shows that the traditional capillary smaller in wetting. This supposition has been found true,
pressure–saturation curves are indeed a function of DsS/ in full or partially, by a number of experimental works
Dt. The coefficient � may be interpreted as a measure during the past 50 years. Most of the experiments re-

ported here were not designed to look for dynamicof the speed with which a change in saturation takes
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effects, but instead were aimed at testing the validity of Eq. [11] prescribes that the distance x traveled by the
wetting front, as well as the flux of water entering thethe Richards equation, identifying factors that affect soil

moisture characteristics, or addressing parameter estima- column, Q, should be a linear function of √t (see Crank,
tion issues. 1956, p. 36):

The first indications of nonuniqueness of soil moisture
Q � √t and x � √t [13]characteristic curves (probably due to dynamic effects)

seem to have been reported by Kirkham and Feng Kirkham and Feng (1949) carried out wetting experi-
(1949). Many experiments followed which, we believe, ments on soil samples of clay loam, silt loam, and sand,
contain evidence of the presence of dynamic effects. with permeabilities varying from low to high. In all ex-
Most researchers suggested factors other than dynamic periments, the sample was initially air dried with a satu-
effect as the reasons for the observed deviations. ration of about 5%. Water was allowed to enter the soil

In this section, a brief description of some of the sample at a suction of about 1 cm. The volume of water
experimental works and results obtained is given. In entering the sample, Q, was measured as a function of
each case, only those experiments directly relating to time. The distance of the wet–dry front from the en-
dynamic effects are described; experiments relating to trance, x, was visually determined and plotted as a func-
effects of, for example, temperature or solute concentra- tion of time. They indeed found that both Q and x vary
tion, are not discussed. Almost all experiments we have linearly with the square root of time. However, the lines
found in the literature relate to unsaturated flow. The did not go through the origin (similar to lines in Fig. 2).
only exception is the work of Kalaydjian (1992b), who Also, when curves of measured moisture content vs.
performed imbibition experiments, where water dis- distance were compared with curves calculated with the
placed oil, and found very pronounced dynamic effects. aid of Eq. [11], significant disagreement was found. Kirk-

Unsaturated flow of water in a horizontal soil column ham and Feng (1949) concluded that the diffusion equa-
is given by a diffusion type equation: tion is deficient in describing unsaturated flow.

Similar wetting experiments were carried out by Big-��

�t
�

�

�x�kr(�)K
�
dyn

�x � [9] gar and Taylor (1960) on silt loam samples and similar
results were obtained. Moreover, in different experi-
ments, they imposed different suction values on thewhere K is saturated hydraulic conductivity and kr is
water entering dry soil, ranging from 25 to 100 cm. Plotsthe relative permeability coefficient, assumed to be a
of the amount of water entering the soil as a functionfunction of water content. The subscript “dyn” has been
of square root of time, at different values of imposedadded to stress the fact that the pressure head measured
suction are given in Fig. 2. As mentioned above, theunder flow conditions is used in Darcy’s Law. Com-
slope of these lines is directly related to the diffusivitymonly, the standard capillary pressure–saturation rela-
coefficient. Thus, Biggar and Taylor (1960) determinedtionship, measured under equilibrium conditions, is
that, for a given soil, the diffusivity increases as theused to rewrite Eq. [9] in terms of water content. That
source water suction decreases. A low value of theis, one assumes:
source suction corresponds to a larger moisture content


dyn � 
stat � 
(�) [10] at the boundary, and thus a larger driving force and,
therefore, a faster infiltration (or a larger value of ��/�t).As a result, Eq. [9] may be written in the form of a
Note that this result is different from the fact that diffu-diffusion equation:
sivity depends on the soil water content (or saturation).
This experiment demonstrates that, contrary to the com-��

�t
�

�

�x�D(�)
��

�x� [11]
mon understanding, diffusivity is not an intrinsic prop-
erty of the soil, but it depends on how fast the wettingwhere D denotes moisture diffusivity, defined by:
process occurs.

Similar results were obtained in a set of extensive andD � kr(�)K
�


��
[12]

careful experiments by Nielsen et al. (1962). They too
carried out wetting experiments on air-dried samples ofIf one is to differentiate between 
dyn or 
stat , then, clay loam, silt loam, and sandy loam, with the waterdepending on which one is used in Eq. [12], one will applied at a range of suction values (2, 50, or 100 cm).obtain different diffusivities that may be denoted with Moreover, they used oil as the wetting fluid in some ofDdyn or Dstat . the experiments with soil and did wetting experiments
with sandstone instead of soil. Experiments involvingExperiments on the Validity of the Moisture oil or sandstone proved that the observed results wereDiffusion Equation not caused by soil swelling or shrinking, or any other
structural instability. Nielsen et al. (1962) calculated dif-Early experiments focused on testing the validity of

diffusion Eq. [11] (see Kirkham and Feng, 1949; Biggar fusivity as function of water content from experiments
with the same soil wetted at different water suctionsand Taylor, 1960; Nielsen et al., 1962; Rawlins and Gard-

ner, 1963). In those experiments, the advance of a wet- (see Fig. 3). Here again they found a larger diffusivity
at higher wetting rates. Nielsen et al. concluded that theting front into a horizontal column filled with dry soil

was monitored and the amount of water flux into the diffusion equation could not be verified for moisture
transport. This implies, they argued, that either Darcy’scolumn as a function of time was measured. Diffusion
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Fig. 2. Total amount of water entering dry soil as a function of square root of time, at different values of imposed suction; from Biggar and
Taylor (1960)

Law does not apply to unsaturated flow or diffusivity that 
 is directly related to the area under the diffusivity
is not a unique function of moisture content. curve D(�), a result that follows from integration of Eq.

Similar conclusions were reached by Rawlins and [12]. The area under the diffusivity curve estimated at
Gardner (1963) in yet another set of wetting experi- early times (which gives 
dyn), is larger than the area
ments with samples of silty clay loam. They evacuated under the diffusivity curve estimated at later times when
the soil to eliminate air entrapment and to avoid air ��/�t is small (which gives 
stat).
pressure buildup ahead of the wetting front. They also
found that, assuming Darcy’s Law to be valid, diffusivity Experiments on the Uniqueness of �–�
is not a unique function of water content. Their plot of or Pc–S Relationship
diffusivity vs. water content calculated at different times

One of the questions that remained unanswered induring the wetting process is given in Fig. 4. Rawlins
the experiments described above was whether the non-and Gardner were not sure of the causes of this non-
uniqueness in diffusivity was due to a nonuniqueness inuniqueness. They pointed out that it cannot be due to

(�) and/or in kr(�). The experiments discussed belowhysteresis because the soil remained at all times under
were designed to investigate this question. Most experi-wetting conditions in their experiment. Also, they be-
ments are focused on the uniqueness of the 
–� rela-lieved variations in bulk density, pore geometry (e.g.,
tionship. Some also looked into the presence of dynamicdue to swelling), and temperature, although present,
effects in the kr–� relationship (see Elzeftawy andwere not significantly large to cause the kind of system-
Mansell, 1975). As explained in the Introduction, capil-atic deviations from uniqueness observed in their exper-
lary pressure curves, similar to those in Fig. 1, are ob-iments.
tained as best fit to equilibrium points. In the experi-Regardless of the mechanisms underlying these dy-
ments discussed below, large pressure changes werenamic effects, the nonuniqueness of the diffusivity can
imposed on the soil samples and then the water pressurebe explained by a rate dependence of either kr(�) or
head and water content were measured under dynamic
(�) or both. If, for the sake of argument, we assume
(flow) conditions.that dynamic effects on kr(�) are negligible, then the

Perhaps the first to look into the nonuniqueness ofsense of nonuniqueness observed in the above-men-
the 
–� relationship were Mokady and Low (1964). Ontioned works is in line with the sense of Eq. [8]. Ac-
the basis of thermodynamic arguments, they argued thatcording to this equation, under wetting conditions, 
dyn

the 
–� relationship cannot be unique. They hypothe-should be bigger than 
stat . Results given in Fig. 4 show
this to be the case. This can be made evident by noting sized that, at a given water content under drainage con-
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Fig. 3. Diffusivity as function of water content estimated by Nielsen et al. (1962) from experiments wherein dry soil was wetted at different
water suctions.

ditions, the transient capillary head will be smaller than gamma ray attenuation apparatus. Capillary pressure
head and hydraulic gradient were measured by meansthe equilibrium head. This, however, was later proven

to be incorrect; the effect is the other way around. Mo- of tensiometer plates. The sample was first flushed with
CO2 and then saturated with an air-free water solutionkady and Low (1964) carried out experiments on a soil

sample composed of a mixture of 75% banding sand, of 0.005 N CaSO4 and 0.005 N NaCl. The same water
solution (with a total volume of about 100 times the12.5% silica flour, and 12.5% kaolinite. They carried both

dynamic and drainage experiments in which the satura-
tion was reduced from 100 to 97%. They did not find
any significant difference between static and dynamic
data. They argued that the absence of dynamic effects
was mainly because of the very small range of saturation
change. They contended that for larger changes in satura-
tion, one would find different 
–� curves under dynamic
and static conditions. Later on, Watson (1965) carried
out drainage experiments on coarse sand and reported
that the 
–� relationship was independent of the state
of flow. But, shortly thereafter, experiments by Davidson
et al. (1966) provided the first indications of differences
between the 
–� relationships under static and dynamic
conditions. This was soon confirmed by Watson and
Whisler (1968) and others, as described below.

Topp et al. (1967) carried out drainage experiments
on a sandy soil with size fractions ranging from 0.10 to
0.5 mm. Dry soil was packed into a rectangular container
2.54 by 1.0 by 7.6 cm high. The soil had a bulk density
of 1.69 g cm�3 and a total porosity of 0.365. No attempt
was made to check the uniformity of packing from point
to point. Water content and pressure head were mea- Fig. 4. Diffusivity as function of water content estimated by Rawlins
sured at a point in the middle of the column simultane- and Gardner (1963) from experiments wherein dry soil was wetted

at different water suctions.ously. Water content was measured by means of a
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Fig. 5. Water content–pressure head data from drainage experiments of Topp et al. (1967).

sample volume) was used throughout all experiments. water at frequent time intervals. The total time used to
go from the saturated state to a capillary pressure ofA gas inlet slit was located along the top end of the

sample. The water content was varied by controlling 56 cm of water was varied in three different runs from
100 to 237 to 330 min. These obviously correspond tothe gas phase pressure and allowing water to leave or

enter the sample from the bottom of the column. The significantly large values of ��/�t. As it can be seen
from the plot of Fig. 5 for the unsteady-state runs, thedrainage water content–capillary head relationship,

starting at saturation, was determined by one of the (dynamic) capillary pressure is significantly higher than
in the case of equilibrium or steady-state runs. This isfollowing methods: (i) static equilibrium, (ii) steady-

state flow, or (iii) unsteady-state flow. In each method, clearly in line with the prediction of Eq. [10] for drain-
age. Topp et al. (1967) carried out additional experi-the sample was drained until a capillary pressure head

of about 56 cm was reached. The sample was then satu- ments in which the flow was vertically upward (instead
of downward) or the air pressure was kept constant andrated again by introducing and maintaining a flow of

air-free solution. Plots of water content as a function of the water pressure was reduced. In all cases, results
similar to those shown here were obtained. Topp et al.capillary pressure head are given in Fig. 5. In the static

equilibrium procedure, a series of equilibrium states was (1967) were not sure about the sources of this non-
uniqueness in capillary pressure–water content curves.established at successively higher gas phase pressures.

The time required to reach equilibrium at a given water As possible causes, they mention the presence of discon-
nected pendular water rings or the accumulation ofcontent was around 1000 and 4000 min for high and low

water contents, respectively. In the steady-state method, traces of contaminants in the air–water interfaces within
the sample. However, they do not make any attempt tovertical downward steady-state flow was established in

the sample at approximately unit hydraulic gradient at quantify the significance of these effects.
In a series of experiments by Vachaud, Vauclin, anda series of increasing gas phase pressures. The time

required to reach steady state at a given water content coworkers, similar dynamic effects were observed. Smiles
et al. (1971) carried out both wetting and drainage ex-varied between 300 and 600 min. As seen in Fig. 5, data

points from equilibrium and steady-state experiments periments on a sandy soil, where the moisture move-
ment took place horizontally. Dry sand was packed intofall very close to each other. Based on our theory, this

result should be expected because in both cases the rate a plexiglass tube 60 cm long and 5 cm in diameter. The
bulk density of the sand column varied from 1.410 toof change of saturation is negligibly small (��/�t ≈ 0)

and thus dynamic effects are not present. In the un- 1.435 g cm�3. The experiments were conducted at 21 �
0.5�C. Water content was measured by means of asteady-state experiments, starting from the saturated

state, an outflow of water from the sample was induced gamma ray attenuation apparatus. The capillary pres-
sure head was measured at six different positions in theby increasing the gas pressure in steps of 1 to 2 cm of
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Fig. 6. Capillary pressure head–water content curves at x � 14 cm in experiments of Smiles et al. (1968).

column by means of 1-cm-diam. tensiometers. The air the 
–� domain. During Steps 7 through 14, the bound-
ary capillary pressure head was varied incrementally frompressure in the sample was measured and was found to

have remained at atmospheric pressure at all times. The 7 to 65 cm, with equilibrium reached in between the
increments; this constitutes a quasiequilibrium drainagewater pressure was controlled by an air–water interface

at a constant height. Deaired distilled water was applied experiment. In Steps 17 through 19, the boundary capil-
lary pressure head was varied gradually from 66 to 6 cm;to (or allowed to leave) the column through a sintered

plate. The cumulative flux into or out of the column was this forms a quasiequilibrium wetting experiment. It is
evident that when a large drainage step was imposed, themeasured gravimetrically. All experiments were carried

out on the same sand column and they consisted of measured 
–� curves lay higher than the static drainage

–� curve. Smiles et al. (1971) stated that dynamic ef-cycles of wetting and drying brought about by imposing

an appropriate boundary condition at the sintered plate. fects were not observed in the case of wetting experi-
ments. However, we believe that the large differenceA large difference between the values of boundary con-

dition and initial condition would result in a fast drain- between the primary wetting curve from Step 1, where
the large suction in dry soil was reduced to 7 cm inage or wetting of the column. The boundary values

would eventually prevail in the whole column. Results one step, and main imbibition curve is due to dynamic
effects. In this case, the dynamic wetting curve lies belowof water content and capillary pressure head measured

at a distance of x � 14 cm from the column inlet are the static curve. Both of these effects are in agreement
with our theory.shown in Fig. 6. In Step 1, the air-dry soil was saturated

and this resulted in the primary wetting curve shown in Smiles et al. (1971) determined that the size of the
dynamic effect depends on the rate at which water con-Fig. 6. This curve was measured under dynamic condi-

tions. In Step 2, 66 cm of suction was applied at the tent changes or the size of the change in the boundary
suction head. They performed additional experimentssintered plate, resulting in the primary drainage curve

at position x � 14 cm. Later steps were additional wet- to establish that the air phase in the column was at all
times at atmospheric pressure and that there was noting and drainage cycles and resulted in closed loops in
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Fig. 7. Capillary pressure head–water content curves in vertical drainage experiments of Vachaud et al. (1972).

change in surface tension from a possible contamination to z � 81 cm. The air phase in the sample remained at
atmospheric pressure at all times. The water contentof the water. Moreover, supplementary measurements

determined that gravity had no effect on the horizontal and capillary pressure were measured independently at
three heights, z � 8, 18, and 28 cm, as the drainageflow assumption. The authors pointed out that the devi-

ations between dynamic and static curves could not be process was proceeding. The resulting 
–� curves are
shown in Fig. 7. Here again, it is evident that when fastdue to an excessive response time in the tensiometer–

pressure transducer system. In fact, the result of such drainage occurs, the measured 
–� curve lies higher
than the slow (or static) curve. Vachaud et al. (1972)an effect would have been in the opposite sense. Simi-

larly to Topp et al. (1968), they speculated that the also found that the size of dynamic effect depends on
the time rate of change in the boundary suction.formation and presence of isolated water pendular rings

were the possible source of the dynamic effects. Vertical drainage experiments were also performed
by Elzeftawy and Mansell (1975) on undisturbed soilVertical drainage experiments were carried out by

Vachaud et al. (1972) on a sandy soil column. The base cores and hand-packed columns of fine sand. They car-
ried out static, steady-state, and transient experimentsof the column was connected to a variable piezometric

surface. Initially, for all experiments, the column was and measured both 
–� and kr–� curves. They obtained
results similar to Topp et al. (1968). They found no sig-saturated with the piezometric level at the top of the

column (z � 0). Both static and dynamic drainage exper- nificant difference between 
–� data points measured
at static and steady-state conditions. However, transientiments were carried out. In static experiments, the piezo-

metric level was lowered in increments of 5 to 10 cm, data points differed significantly from the static ones,
showing the same trend as observed in other experi-waiting at each increment until changes in water content

and pressure had ceased. In the dynamic experiment, ments: the larger the transient effect, the larger the dif-
ference.the piezometric level was lowered suddenly from z � 0
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only experiment where the dynamic effect was clearly
present in the main wetting curve as well. Again, the
effect was most significant for the coarse-textured sand.

Experiments Aimed at Parameter Estimation
for Soil Characteristic Curves

The question of nonuniqueness of soil characteristic
curves (especially the capillary pressure–saturation curve)
has received renewed attention in recent years in the
framework of the analysis of one-step and multistep
outflow experiments. In the standard one-step outflow
method for obtaining soil characteristic curves, the wa-
ter pressure at the bottom of a saturated soil column is
decreased to a very low value in order to cause desatura-Fig. 8. Plot of the difference between dynamic and static capillary

pressure head vs. time rate of change of saturation in experiments tion of the soil column. The relationship between satura-
of Stauffer (1978). tion and hydraulic conductivity and capillary pressure

is then established through inverse modeling of the accu-
mulated outflow as a function of time (Kool et al., 1985).Experiments similar to Vachaud et al. (1972) were

carried out by Stauffer (1978). Vertical drainage experi- In the multistep outflow experiment, the water pressure
is reduced at small steps until full desaturation of the col-ments were performed on quartz sand packed in a Plexi-

glass tube. Three different columns with effective heights umn. A major drawback of the outflow method is known
to be the dependence of resulting soil characteristicof 53.8, 63.8, and 16.9 cm were used. The grain size varied

from 0.1 to 1.0 mm, and the average porosity was about curves on the size of step in the water pressure at the
lower boundary of the soil column. The nonuniqueness0.335. Water content was measured by means of a gamma

ray attenuation apparatus. The suction head was mea- of results from outflow experiments has been demon-
strated in a number of recent experiments by Nützmannsured by means of electronic transducers attached to ten-

siometers at five different positions in the column. The et al. (1994), Durner et al. (1996), Hollenbeck and Jen-
sen (1998), Schultze et al., (1999), Wildenschild andoutflow rate was measured gravimetrically with the aid

of a digital scale and time. The air phase pressure was Hopmans (1999), Wildenschild et al. (2001), and Plagge
et al. (1999). In all of these experiments, all drainagealso measured and was found to remain at atmospheric

pressure throughout the experiments. Both quasisteady experiments, the dependence of soil characteristic curves
on the water flow rate and/or boundary conditions was(flow at almost constant saturation) and transient exper-

iments were carried out. The results of Pc–Sw measure- clearly demonstrated. In particular, the capillary pressure
measured at a given saturation was found to be largerments at a location 55 cm above the base of the long

sand column are given in Fig. 8. These results and data under transient conditions than under equilibrium con-
ditions. Three of these experiments are described below.from similar experiments on the short column show

that the transient drainage capillary pressure curves lie Outflow experiments are basically similar to those of
Vachaud et al. (1972). For example, Nützmann et al.higher than the stationary drainage curve. Stauffer

(1978) is one of the very few researchers who also exam- (1994) did multiple experiments in a vertical column
with a diameter of 20.6 cm. Over a length of 150 cm,ined the kr–S relationship and found it to be nonunique

as well. He quantified transient effects in kr–S by first the column was packed with a sandy soil with grain size
ranging from 0.3 to 0.8 mm. Measures were taken toassuming that the relationship is given by kr � S�

e , where
Se is effective saturation and � is a parameter. He then obtain a homogeneous packing initially saturated with

water. The column was then drained by lowering thedetermined the value of � for steady-state and dynamic
drainage experiments, and obtained the values �st � piezometric level incrementally by a certain amount.

The drop in piezometric level was increased by incre-3.35 and �tr � 2.4, respectively. This means that the
relative permeability, in drainage, is higher under tran- ments of 10 cm (from 20 to 60 cm) or 20 cm (from 60

to 120 cm) in subsequent experiments. Each time, thesient conditions than under steady-state flow. Stauffer
suggested that � is possibly a function of �s/�t but did column was resaturated before the start of the next

experiment. The volumetric outflow from the columnnot quantify this dependence.
A comprehensive set of experiments was carried out was measured as a function of time. Parameters for capil-

lary pressure–saturation curves were determined fromby Wanna-Etyem (1982). Static and dynamic curves for
both drainage and imbibition experiments were per- the outflow data by means of inverse modeling. Here

again, it was found that the capillary pressure curves forformed on four different soils: dune sand, loamy sand,
clay loams, and fine sand. They found dynamic effects faster drainage lie higher than those for slower drainage.

Similar experiments were carried out by Hollenbeckin all cases but at varying degrees. The effects were not
significant for fine-textured soil. Primary drainage curves and Jensen (1998) and similar results were obtained.

Their sample size was much smaller (6.35-cm diam. andshowed more dynamic effect than the main drainage
curve. In each case, the larger the rate of change of water 5.7-cm height) and the soil grain size had a bigger range

(0.18–1.65 mm). They achieved drainage of the soil bycontent, the larger was the dynamic effect. This is the
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Table 1. Estimates of van Genuchten parameters by Hollenbeck with saturation. From the experiments discussed above,
and Jensen (1998). it appears that the size of the dynamic effect depends

Parameter Equilibrium �11.5→48.5 �11.5→68.5 �11.5→83.5 on soil properties such as grain size distribution, poros-
ity, and permeability, as well as fluid properties. Stauffer� 2.67 2.36 1.77 1.49
(1978) suggested the following empirical relationship:n 5.3 4.82 4.72 4.48

� �
�ε�

k� �pe

�g�
2

[14]increasing the air pressure. They carried out both equi-
librium and transient drainage experiments. In transient

where � is assumed to be constant and equal to 0.1 forexperiments, the initial capillary pressure head of 11.5
all soils, ε is porosity, � is viscosity, pe and � are coeffi-cm was increased to 48.5, 68.5, or 83.5 cm in different
cients in the Brook–Corey formula, and k is the satu-experiments. They measured the cumulative outflow and
rated permeability coefficient. This equation suggestsdetermined parameters for capillary pressure–saturation
that for fine-grained soil with a high entry pressure, pe,curves by means of inverse modeling. Their estimated
and a low permeability, the dynamic effect would beparameter values for van Genuchten formula are given
larger. This is indeed qualitatively observed in experi-in Table 1. These parameter values show that the tran-
ments involving wetting process (Biggar and Taylor,sient capillary pressure curves will lie higher than the
1960; Nielsen et al., 1962; Rawlins and Gardner, 1963).equilibrium ones; the bigger the jump in the capillary
However, in experiments involving drainage (Wilden-pressure head, the larger the effect will be.
schild et al., 2001; Wanna-Etyem, 1982), dynamic effectsWildenschild et al. (2001) carried out single-step and
were absent or less significant in fine-textured soils.multistep experiments on two types of soil: a sandy soil
Thus, a phenomenological relationship for the coeffi-with 88.6% sand, 9.4% silt, and the rest clay, with a
cient �, in terms of medium and fluid properties, has tomaximum grain size of 0.6 mm, and a fine sandy loams
be developed yet.with 63.2% sand, 27.5% silt, and the rest clay, with a

maximum grain size of 0.5 mm. They obtained both
A DYNAMIC PORE-SCALEcapillary pressure and relative permeability curves.

NETWORK MODELThey found a significant presence of dynamic effects for
the sandy soil. Capillary pressure heads for fast drainage In this section, a dynamic pore-scale network model
experiments were 10 to 15 cm higher than the slow ones. is employed in order to further investigate the physical
The relative permeability was up to one order of magni- basis of dynamic capillary pressure effects. Pore-scale
tude larger for the fast drainage experiments. However, network models have gained popularity in recent years
they did not find any dynamics effects for the fine- as a valuable tool for the study of multiphase flow and
textured soil. reactive solute transport in porous media (see Con-

stantinides and Payatakes, 1996; Celia et al. 1995). In
ESTIMATION OF THE DYNAMIC these models, the complicated pore space geometry is

CAPILLARY COEFFICIENT � represented by simplified geometries wherein flow flu-
ids and spreading of solutes can be calculated explicitly.The experiments described in the previous section
Pore-scale network models can be used to carry out so-attest to the fact that the dynamic term presented in
called numerical experiments in order to gain insightour theory can actually be observed. Therefore, it should
into the working and interplay of various processes andbe possible to evaluate the material coefficient t associ-
to check the validity of new theories. Pore-scale networkated with this term. Equation [10] or [8] is employed
models provide a detailed picture of flow processesfor this purpose. To do so, information is needed on
within idealized pore spaces of a permeable medium.the difference between Pc

dyn and Pc
stat and on the time

Quantities such as pressure and flow velocities are calcu-rate of change of saturation or water content. Some of
lated at the pore scale. Corresponding macroscopicthe papers discussed above contained enough informa-
quantities are then obtained by averaging of model re-tion on the experiments to allow the calculation of �.
sults. One of the advantages of pore-scale network mod-Results are given in Table 2.
els is their ability to give estimates of physical quantitiesThe values given in this table are average values. The

coefficient � is most probably not constant and may vary that are impossible or very difficult to measure in labora-

Table 2. Estimates of the value of dynamic capillary coefficient �.

Reference Soil type Type of experiment Value of � (kg/m.s)

For air–water systems:
Topp et al. (1967) Sand Drainage 2 � 107

Smiles et al. (1971) Sand Drainage 5 � 107

Elzeftawy and Mansell (1975)† Fine sand Drainage 106 to 107

Stauffer (1978) Sand Drainage 3 � 104

Wanna-Etyem (1982) Dune sand Drainage 1.5 � 106 to 6 � 106

Nützmann et al. (1994) Sand Drainage 2 � 106

Hollenbeck and Jensen (1998) Sand Drainage 2 � 106 to 12 � 106

For oil–water systems:
Kalaydjian (1992b) Sandstone/limestone Imbibition 2 � 106

† Elzeftawy and Mansell (1975) provide a graph of ��/�t where the unit is specified to be cm3/cm�3 h�1. We believe this is an error and the correct unit
should be cm3/cm�3 min�1 and the values of � given here are calculated accordingly. Otherwise, the values would be 60 times larger.
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throat are assumed to be trapped in this model); Lt istory experiments. In particular, fluid occupancy and
the length of the throat; � and � are, respectively, aver-pressures may be determined at any location within
age viscosity and density within the throat; �pij is thethe idealized representation of the pore space. Thus,
pressure drop across the throat. Further, Pc(rij) is micro-network models can be used to assess the significance
scopic capillary pressure (the pressure drop over theand order of magnitude of various terms in new theories.
interface) that we assume to be given by the Young–There are two general types of network models, qua-
Laplace equation (Dullien, 1992):sistatic and dynamic. In quasistatic models, only equilib-

rium states are considered. For a given set of boundary
Pc(R) �

2�wn cos�

R
[17]conditions, fluid pressures are determined under hydro-

static conditions, and each fluid–fluid interface is exam-
with �wn being the interfacial tension, � the contact angle,ined for stability until a stable location is found. In this
and R the effective radius of the meniscus. In a cylindri-way, an equilibrium fluid distribution is found for a
cal pore throat R � rij. Because the flow rate changesgiven set of boundary conditions. Details of movement
with time, the total volumetric flow in the time intervalof fluids during transition from one equilibrium state
(tn, tn�1) is given by:to another are not determined. In dynamic models,

movements of fluids in the pore space are followed as Qn�1
ij � �r 2

ij�
tn�1

tn
qijdt [18]a function of time. Fluid–fluid interfaces are tracked

dynamically throughout the network. Computationally, We note that Eq. [15] and [18] constitute a nonlinear
dynamic models are much more demanding than qua- set of equations in terms of pi and lij. Furthermore,
sistatic models. Obviously, for the study of dynamic special displacement rules are required to handle trapped
capillary pressure effects, a dynamic pore-scale network interfaces and also to handle the dynamics of interfaces
model must be employed. that are transported through the junctions. These and

In this work, we use the dynamic network model other details related to the algorithmic development of
developed by Dahle and Celia (1999). Major features this model are found in Dahle and Celia (1999).
of this model are described here. For more details, the To simulate a drainage experiment using the pore-
article by Dahle and Celia (1999) should be consulted. scale network model, we assembled a three-dimensional
In this model, the pore space is idealized as a three- network of size 17 � 17 � 29 nodes. Dahle and Celia
dimensional simple cubic lattice of spherical pore bodies (1999) showed that the network is large enough so that
and cylindrical pore throats. Although a finite radius is results are practically independent of the network size.

Each node represents a pore body, and six pore throatsassigned to each pore body, they are assumed to be
are connected to each node. Thus, the network resem-volumeless; all volumes are assigned to the pore throats.
bled a regular Cartesian grid. The throat radii wereA cross-section of a small part of the network is depicted
generated from a truncated lognormal distribution spec-in Fig. 9. The fluids are assumed to be immiscible, and
ified below (see also Table 3). No attempt was made tointerfaces move via piston displacement. Given the
represent the pore structure of any specific soil sample.range of pressures involved, and for computational sim-

plicity, we assume both fluids to be incompressible. We
f(r; �nd) �

1
r�

2
��2

nd

exp��1
2�

ln r/rch

�nd
�
2

��erf�ln rmax/rch

√2�2
nd

�divide time into discrete time-steps, tn, n � 0, 1..., N and
solve for pressures at pore bodies i, for each time inter-
val (tn, tn�1 ), such that mass is conserved locally:

� erf�ln rmin/rch

√2�2
nd

��
�1

�
j�Ni

Qn�1
ij � 0 [15]

Initially, the network was completely filled with wet-
where Ni denotes the set of pore bodies connected to i. ting fluid connected to a reservoir at the bottom bound-

The flow rate through a pore throat connecting pore ary at a given pressure pB � 0 Pa. The top boundary
bodies i and j, and containing an interface, is denoted by was connected to a reservoir filled with nonwetting fluid
qij, and is assumed to be given by the Poiseuille formula: at a given pressure pT. Pore throats connected to the

four vertical boundaries were assumed to have dead
qij �

dlij

dt
� �

r 2

8�(lij)Lt
[�(lij)Lg sin φ � �pij � Pc(rij)] [16] ends (no-flow condition). The pressure at the top bound-

ary was increased by a specified pressure step �p until
where lij � lij(t) denotes the location of a single interface the nonwetting fluid started to invade the network. Af-
within pore throat ij (multiple interfaces within a pore ter that pT was increased by �p each time the fluid dis-

tribution reached an equilibrium configuration. A mov-

Table 3. Parameters for network and drainage experiment.

Contact angle � 0�
Surface tension �wn 7.2 � 10�2 [N/m]
Viscosity—wetting phase �w 10�3 [Ns/m2]
Viscosity—non wetting phase �nw 10�2 [Ns/m2]
Length of tubes L 0.332 [mm]
Lower cut-off radius r min 1 [mm]
Upper cut-off radius r max 40 [�m]
Characteristic radius rch 10 [�m]
Standard deviation, parent distribution �nd 0.1Fig. 9. Cross section of a small part of the network.
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Fig. 10. Saturation vs. time (seconds). 	p � 20, 200, 1000, and 5000 Pa.

ing average of the saturation change per time, |�S/�t|, fined by:
was successively calculated for a window of ten time

Pc[S(t)] � pnw(t) � pw(t) [21]steps. Saturation is calculated for the whole network on
the basis of the fluid distributions within pore throats. Similar to Eq. [19], Eq. [21] may be defined for any
The equilibrium condition was set to be |�S/�t| 
 10�3 given saturation, and may be viewed as a dynamic defini-
(1/s). A simulation was run until a residual saturation tion of the Pc–S relationship away from the equilibrium
of the wetting fluid was reached. The results reported points. Again this is to be used to estimate the dynamic
here are based on four simulations, with �p � 20, 200, coefficient � in Eq. [7]. Drainage curves based on the
1000, and 5000 Pa, respectively. Gravity effects were definition in Eq. [21] are plotted in Fig. 13. Observe
neglected in these simulations. that the equilibrium points are virtually on top of each

For each set of simulations, we calculated the satura- other for large saturations, whereas transient curves
tions S � S(t) at each time-step tn as shown in Fig. (generated by large �p values) lie higher. In particular,
10. A natural definition of the macroscopic capillary this is evident for the cases where �p � 5000 and 1000
pressure is given by the pressure difference associated Pa. Note that the local pressure distribution is dictated
with the boundary fluid reservoirs, by the boundary pressures and the pressure drops over

the fluid–fluid interfaces. If ganglia of fluids that havePc(S) � pT � pB � pT [19]
become disconnected from their respective reservoirs

To be more consistent with the thermodynamic averag- constitute a significant portion of the averaging volume,
ing theory of Hassanizadeh and Gray (1990), we also then nonmonotonic capillary pressure curves may result.
computed the volume-averaged phase pressures at each This can be seen in Fig. 13 in the case of large �p and
time step: small saturations. When any of these is flushed out of

the network by the flowing phase, sudden changes in
the average phase pressure can result.p�(t) �

���
V
p�(x,t)��(x,t)dx

���
V
��(x,t)dx

� � w,nw [20]
We believe that results of cases �p � 20 and 200 Pa

are close to equilibrium (static situation), whereas �p �
1000 and 5000 Pa represent a dynamic situation. AtHere, integration is over the throats in the network and

the indicator function �� is 1 if phase � is present and least, this seems to be the situation as long as outflow
boundary effects can be ignored. This observation will0 otherwise. Based on average phase pressures (Eq.

[18]), an alternative capillary pressure function is de- be used below when we estimate �.
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Fig. 11. Time derivative of saturation vs. saturation at 	p � 1000 and 5000 Pa.

The time-derivative of the saturation can be calcu- and S � 1 for �p2 � 5000. Within each such interval, a
least square linear fit gave a fairly good approximationlated from the curves in Fig. 10. Results are shown in

Fig. 11 for �p � 1000 and 5000 Pa. To avoid noise in to the data points. A typical example of the fit is shown
for one interval in Fig. 14. Estimated values of �, usingthe derivatives for �p � 20 and 200 Pa (not shown), we

produced least square linear fits to the saturation curves both definitions for the Pc–S curves (i.e., Eq. [19] and
[21]) are given in Table 4. The values vary between 2.104to obtain “average” time derivatives.

We may apply Eq. [7] to two different Pc–S curves and 2.105 kg (m s)�1.
(e.g., for �p1 � 200 Pa and �p2 � 5000 Pa) and subtract
them from each other to eliminate Pc

stat. We obtain: INCLUSION OF DYNAMIC Pc IN
UNSATURATED FLOW SIMULATORSPc

1 � Pc
2 � ��(dS1/dt � dS2/dt) [22]

Governing Equation andWe then calculate data points
Numerical Approximations[x(S),y(S)] � (Pc

1 � Pc
2, dS1/dt � dS2/dt) [23]

Standard unsaturated flow simulators solve Eq. [9]Here, subscript 1 refers to a low-�p simulation (�p1 �
numerically using various discretization methods (see,20 or 200) and subscript 2 to a high-�p simulation (�p2 �
e.g., Celia et al., 1990). In those simulators, the water1000 or 5000).
pressure is assumed to be a prescribed function of mois-By assuming that � is independent of saturation S, we
ture content, and a single equation is solved. If dynamiccan obtain estimates for � as the slope of a least square
capillary pressure is to be included in simulators, thenlinear fit to all the data points (x,y) in Eq. [23]. However,
Eq. [9] must be solved with water pressure head inter-the spread of these data points did not make this very
preted properly. Therefore, an additional equation,meaningful, and possibly suggests that � depends on
namely Eq. [8], must be incorporated into the simulator.saturation � � �(S).

At least two options may be pursued to solve Eq. [8]On the other hand, consider the intervals between
and [9] numerically. The first involves iterative solutionthe equilibrium points for �p2 � 1000 and 5000, shown
of the coupled set of two equations. For example, oneon Fig. 12. These intervals can also be identified from
may substitute the expression for ��/�t from Eq. [8] intoFig. 11 and 13. To avoid boundary effects we look at
Eq. [9]. This creates a kind of elliptic equation for which,the four intervals found between S ≈ 0.55 and S � 1 for

�p2 � 1000, and the single interval between S ≈ 0.48 given an estimate of moisture content, 
dyn may be
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Fig. 12. Primary drainage curve using Eq. [19].

Fig. 13. Primary drainage curves using Eq. [21].
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Fig. 14. Estimate of � for 	p1 � 20 Pa, 	p2 � 1000 Pa, and 0.67 
 S 
 0.97. Dynamic Pc is given by Eq. [19] in (a) and by Eq. [21] in (b).
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Table 4. Estimate of dynamic coefficient �.

Pressure
increments (Pa) � � 10�4 (kg/m-s)

Saturation
	P1 	P2 range Pc (Eq. [21]) Pc (Eq. [19])

20 1000 [0.997, 0.999] 5.97 7.06
[0.975, 0.995] 3.98 6.46
[0.68, 0.97] 5.72 10.8
[0.55, 0.68] 24.6 144.0

20 5000 [0.48, 0.99] 3.06 15.6
200 1000 [0.997, 0.999] 7.09 7.66

[0.975, 0.995] 3.14 5.04
[0.68, 0.97] 5.54 10.1
[0.55, 0.68] 25.1 153.0

200 5000 [0.48, 0.99] 2.65 8.19

solved. Equation [8] may be used to update moisture
Fig. 15. Saturation profiles at time t � 12 h, for various values of �.content, and an iterative procedure is then followed (see

Beliaev and Hassanizadeh, 2001). While this procedure Example Calculations
follows a natural iterative strategy, it can only be used

To examine the impact of measured values of thewhen the coefficient � is nonzero. In addition, it involves
dynamic coefficient � on unsaturated flow systems, wemodification to the structure of existing Richards’ equa-
consider a simple example of infiltration into a relativelytion simulators. We have implemented this approach,
dry soil. This problem was solved by Celia et al. (1990),and report results below, but we are also motivated to
and is based on field data collected at a location in Newseek an alternative formulation that allows existing
Mexico, USA. A range of dynamic coefficients is used,codes to be modified with minimal effort, and that also based on the values given in Tables 2 and 4. Theseaccommodates solution to the traditional Richards’ coefficients range from 104 to 107 kg (m s)�1. Given

equation (i.e., cases when � � 0). a density of 1000 kg m�3, and a value of gravitation
One alternative approach involves rearrangement of acceleration of 9.8 m s�2, the range of modified coeffi-

Eq. [8] to express dynamic pressure in terms of moisture cient �̂ is of the order of 100 to 104 m s, or 102 to 106

content and static pressure, cm s. The example problem uses the van Genuchten
functional forms to describe the soil properties, with


dyn � 
stat �
�

ε�g�
��

�t � [24] values as follows: � � 0.0335, �s � 0.368, �r � 0.102,
n � 2, and Ksat � 0.00922 cm s�1. Initial conditions are
taken as a uniform suction head of �1000 cm, the bot-This expression may then be substituted into Eq. [9] to
tom boundary is held at that initial head, and the topproduce an equation in which only moisture content
boundary head is fixed at �75 cm. Because the moisture� and static pressure head 
stat appear. The resulting
content at the boundaries is not changing with time, theequation also has the form of the usual Richards’ equa- dynamic pressure is equal to the static pressure, and thetion, with the exception of an additional term. That assigned boundary pressures are unambiguous.

additional term is a third-order mixed derivative. Results are shown in Fig. 15, where saturation S is
plotted as a function of depth, at a time of 12 h. Four��

�t
�

�

�x�kr(�)K
�
stat

�x � �
�

�x�kr(�)K
�

�x��̂
��

�t �� [25] different infiltration fronts are shown, corresponding to
values of �̂ equal to 0, 104, 106, and 107 cm s. The first
value represents the purely static case, the second repre-The additional term, with �̂ � �/ε�g, involves two spatial
sents a values intermediate to the experimentally ob-derivatives and one temporal derivative. As such, its
served range, the third value represents the largest mea-order is consistent with the other terms in the equation.
sured values reported, and the fourth value representsThis means that any finite difference or finite element
one order of magnitude greater than the largest reportedapproximation will involve the same computational foot-
measured value. The figure shows that for this soil,print as for the standard Richards’ equation. Therefore,
values of �̂ 
 106 cm s have little effect on the infiltrationas a first approach to solving this equation numerically,
front. When �̂ � 106 cm s, the infiltration depth is modi-standard numerical procedures for Richards’ equation fied by about 10%. However, for the case of �̂ � 107

may be adapted to include values associated with this cm s, a pronounced modification is seen, with the front
extra term, with relatively little effort. This approach is retarded by about 50%. Similar behavior is observed in
followed herein, where the Modified Picard approach the dynamic pressure front, which is plotted for these
of Celia et al. (1990) is expanded to include the extra same simulations in Fig. 16. These results demonstrate
terms derived from the dynamic capillary pressure. For the range of coefficients for which this particular soil is
static systems, the coefficient � � 0, and the approxima- sensitive to dynamic capillary pressure effects. We ex-
tion reverts to the standard Richards’ approximation. pect results to differ for different soils, and expect cer-
Notice that if the flow solution is used to calculate water tain dimensionless groups or other parameters to pro-
velocities, then the dynamic pressure must be recovered vide a systematic characterization of the importance
through a post-processing step involving Eq. [8]. How- of dynamic effects for particular soils. In addition, the

problem solved here involved fixed-head boundary con-ever, this is external to the iterative solution procedure.
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based on the application of the second law of thermody-
namic and led to the derivation of Eq. [6].

As explained above, the coefficient � behaves as a capil-
lary damping coefficient. In an attempt to produce a damp-
ing effect (or in their words, to account for nonequilibrium
effects), Barenblatt and Gil’man (1987) introduced what
they called “effective water saturation” �. This effective
saturation was related to the real saturation by:

� � S � �*
�S
�t

[26]

where �* is a constant referred to as “substitutional
time.” The relative permeability coefficients and capil-
lary pressure were assumed to be functions of � insteadFig. 16. Calculated dynamic pressure head profiles for several values
of S. Obviously, under equilibrium conditions, the dis-of � at t � 12 h.
tinction between the two saturations disappears. This is
a purely empirical approach wherein Eq. [26] is intro-ditions. More general conditions, including flux condi-
duced in order to induce a desired mathematical behav-tions and temporal and spatial variabilities remain to
ior in equations of two-phase flow. In the context ofbe explored. this approach, the capillary pressure is the same under
static and dynamic conditions, but the saturation will
be different. It is not clear how parameters � and �* areDISCUSSION AND CONCLUSIONS
to be measured. Even if inverse modeling is used to

We have presented a nonequilibrium equation for estimates these parameters, their physical meaning re-
capillary pressure that is valid under transient condi- mains obscure.
tions. The experiments reviewed here provide strong Our survey of experiments performed during the last
support for the ability of this equation to model transient five decades clearly shows that dynamic effects are sig-
unsaturated flow processes. Some of these papers con- nificant for air–water systems in drainage as well as imbi-
tain enough data to allow the calculation of the dynamic bition. Dynamic effects are observed not only in the capil-
coefficient �. We have found that this coefficient varies lary pressure–saturation curve but also in the relative
between 104 and 107 kg (m s)�1. permeability–saturation curve. However, the number of

The fact that the capillary pressure–saturation rela- experiments addressing the latter effect is limited. The
tionship is not unique has been known for quite some underlying mechanisms of the dynamic effects are yet
time. However, a theoretical framework for the inclu- to be identified with certainty. Various authors have
sion of these deviations in the theories of multiphase mentioned different causes. As summarized by Wilden-
flow in a systematic manner has been lacking. Vachaud schild et al. (2001), major potential mechanisms sug-
et al. (1972) plotted the capillary head 
 as a function gested in the literature are considered to be:
of �
/�t, implying a functional relationship between the 1. Water entrapment—this can be the case for drain-two. However, the relationship seems to be nonlinear age at high flow rate. Due to rapid drainage ofand they did not propose any specific formula. Plots of larger pores, water in smaller pores can become
�
/�t vs. 
 were also made by Elzeftawy and Mansell hydraulically isolated and thus result in a larger(1975). These were highly nonlinear. These results were saturation under dynamic conditions. Under such
interpreted by Watson and Whisler (1978) to mean that conditions, the relative permeability is expected to
in vertical drainage the 
–� relationship is space-depen- be lower, as the mobile portion of the soil water
dent. They assumed that the parameters in the Brooks– is decreased. This is, however, in contrast with the
Corey relationship are functions of depth and carried results of Wildenschild et al. (2001), where the
numerical simulation for hypothetical situations similar relative permeability was found to be larger under
to those in the experiments by Vachaud et al. (1972) and dynamic conditions at high saturations.
Elzeftawy and Mansell (1975). Their calculated plots 2. Pore water blockage near the bottom (drainage)
of �
/�t vs. 
 showed the same characteristics as the boundary—this can be the case when a sudden
measurements from those experiments. large pressure gradient is applied to drain a soil

Stauffer (1978) plotted the deviation of dynamic capil- sample. The reasoning here is that the pores near
lary head from static values, �
, as a function of �
/�t the bottom boundary drain quickly and, assuming
and found no obvious relationship. He also plotted �
 continuity of air phase throughout the sample, are
as a function of �S/�t and found a reasonably linear filled with air. This causes water to stay behind.
relationship between the two. From these results and But, here again, this effect should reduce the over-
merely on an empirical basis, he proposed the use of a all relative permeability. That is not found to be
formula similar to Eq. [7]. A more rigorous derivation the case. Also, this effect will not necessarily occur
of Eq. [7] was achieved by Kalaydjian (1992a), who em- under field conditions.
ployed a procedure based on volume-averaging meth- 3. Air entrapment—this can be the case for drainage
ods and thermodynamics considerations. The approach at high saturation. The water can be drained only

if air can replace it. But if the air phase is notof Hassanizadeh and Gray (1990), described above, was
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continuous, which can occur in a sample holder They differ in their numerical behavior in several impor-
tant ways. First, we note that the single-equation ap-that is open to air only at the top, the water cannot

be drained effectively and this leads to a higher proach is attractive because it requires little modifica-
saturation under dynamic conditions. This effect tion to existing codes, and it inherently accommodates
is not expected to occur under field conditions. the case of �̂ � 0. However, for the largest values of �̂,

4. Dynamic contact angle effect—this has been sug- the current implementation of the numerical algorithm
gested by Aribert (1970) and by Friedman (1999). fails to converge. This appears to be related to the
From experiments in single capillaries, it is known, mixed-order derivative and its effect on the matrix coef-
as compared with a static position, that the radius ficients in the discrete equations. Our investigations of
of curvature of fluid–fluid interfaces decreases dur- this phenomenon are ongoing. The two-equation algo-
ing drainage (i.e., a smaller contact angle) and in- rithm converges well for larger values of �̂, so this algo-
creases during imbibition (i.e., a larger contact rithm was used to compute solutions for �̂ of 106 and
angle) (see Hillel [1980] or Lake [1989] and refer- 107 cm s. For intermediate values of �̂, the two algorithms
ences therein). Compared with quasistatic condi- produce nearly identical solutions, so in that range, the
tions, this phenomenon could result in a higher algorithms are essentially interchangeable. While we
capillary pressure for drainage and a lower capil- are studying the convergence properties of the single-
lary pressure for imbibition under dynamic condi- equation algorithm, we are also investigating possible
tions. This effect can be significant for drainage hybrid approaches that use a single-equation for small
only if the static contact angle is rather large (e.g., values of �̂, while the two-equation approach is used for
in oil–water systems) and for imbibition only if large values of �̂.
static contact angle is rather small (e.g., in air– Finally, we comment on the range of coefficients con-
water systems). sidered, and the effects they have on the solutions.

Given that the largest measured values for �̂ are aroundThe first three of the above effects are relevant for
106 cm s, the calculations for the single infiltration sce-drainage processes only, whereas dynamic effects have
nario considered herein indicate that dynamic capillarybeen observed for imbibition as well. Moreover, these
pressure has a small effect on the overall solutions fornonequilibrium mechanisms all occur at the pore scale.
this problem. However, we also see that the value ofWe believe that even if there is equilibrium at the pore
106 cm s is just at the boundary of where significantscale, the upscaling, in this case the volume averaging,
effects are apparent, and an increase of one more orderof complex pore-scale processes will always introduce
of magnitude produces pronounced changes in the infil-nonequilibrium effects. In addition to pore-scale com-
tration profiles. While additional experimental studiesplexities, we believe that the presence of microheteroge-
are needed to determine if conditions exist for whichneities (e.g. subsample-scale variations in the packing
larger values of �̂ are produced, we expect that certainof the soil sample) also results in nonequilibrium effects
practical situations can lead to larger values for thisin observations made at the sample scale. In any case,
coefficient. For example, systems involving heteroge-and regardless of the underlying mechanisms, such non-

equilibrium effects manifest themselves in the form of neous media, for which upscaled pressures and satura-
a relaxation term. Our proposed dynamic capillary pres- tions are used in the governing equations, are expected
sure equation properly introduces such a relaxation ef- to have amplified dynamic capillary pressure effects,
fect into the two-phase theory. Additional research is with concomitant retardation of infiltration fronts. We
still needed to clarify the underlying mechanisms of are in the process of studying such systems using compu-
these dynamic effects. tational tools, and hope to report on the relationship

The work reported herein is not only based on sound between upscaling and dynamic pressure effects in fu-
theoretical underpinnings, but it integrates two different ture publications. For now, we can report that initial
types of numerical models. These models include a dy- simulations indicate ranges for which dynamic effects
namic pore-scale network model, used to estimate the may be important. These begin to provide an initial
dynamic coefficient �, and two continuum-scale models, framework for systematic study of this potentially im-
both of which are meant to provide initial estimates of portant phenomenon.
the practical effects of dynamic capillary pressure. The
network model offers the ability to perform mathemati-
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